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인사말 

2020 하계 및 추계학술대회 논문집을 발간하며

2020년은 (사)한국인공지능학회가 창립되고 나서 처음으로 두 차례의 학회를 

개최하여 한국인공지능발전에 크게 기여한 의미 있는 한 해였습니다. 인공지능이 4차 

산업혁명의 전환을 이룰 핵심기술로 대두되고 있으며 그 기술 발전이 어느 때보다 

급속히 이루어지고 있는 이 때에, 한국에서 인공지능 발전의 세계적 추세와 그 발전 

성과들을 교류하며 한국인공지능의 발전을 모색한 이번 학술대회들은 국내 인공지능 연구자들에게 크나큰 

호평을 받았습니다. 

또한 국내 인공지능 연구의 주요 성과들을 교류하고 검토할 수 있는 논문투고 및 승인 과정이 있었습니다. 

여기에 참여해서 하계 및 추계학술대회 프로그램 위원으로 활동해 주신 모든 교수님들 그리고 국내 최고의 

인공지능전문가들에게 다시금 감사드립니다. 구체적으로 말씀드리면 하계학술대회에 총 72편의 논문이 

접수되고 이 중 64편의 논문이 심사를 통과하였습니다. 그리고 64편의 승인논문 목록을 공표하기로 

하였습니다. 또한 추계학술대회에 총 31편의 논문이 접수 되고 이 중 28편의 논문이 심사를 통과하였습니다. 

그리고 저자들의 의견을 반영하여 24편의 승인논문 목록을 공표하기로 하였습니다. 최종적으로 본 논문집은 

최종 승인된 논문들 중 다시 20여개의 논문들을 선별하여 실었습니다.    

2020년 학술대회에 투고된 논문들을 보면서 국내 인공지능 연구자들의 연구가 확률모형 및 변분법, 

능동학습과 적응 및 제로 샷 학습, 공정한 분류 문제, 강화학습, 연속학습과 메타 학습, 그래프 분석 및 학습, 딥 

네트워크를 이용한 의료데이터 분석, 비디오 문답을 비롯한 컴퓨터 비전을 비롯하여 인공지능에서 주요하게 

대두되는 수많은 분야들에서 깊이 있게 진행되고 있다는 것을 알 수 있었습니다. 아무쪼록 본 논문집이 나날이 

발전하는 한국인공지능발전의 성과를 보여주는 자료가 될 수 있기를 기대합니다. 

2021년 2월 

(사)한국인공지능학회 

회장 유창동
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인사말 

한국 인공지능 연구자들께,

2020년은 모두에게 새로운 시련과 동시에 기회를 준 한 해였습니다. 그 한 가운데에서 

열렸던 한국인공지능학회의 하계학술대회는 그 만큼 의미가 깊었습니다. 학회는 8월 

27일부터 29일까지 3일간 온라인으로 개최가 되었습니다. 모두가 익숙하지 않은 

채로 한국인공지능학회에서는 처음으로 온라인에서 열린 하계학술대회는 여러모로 

모두에게 기억될 만한 학술대회였습니다.

하계학술대회는 2건의 기조강연과 4건의 튜토리얼, 11개의 기획 세션으로 구성되었습니다. 11개의 세션은 

바이오/의료, 음성/기계학습/신호, 컴퓨터 비젼, 공정한 인공지능, 산업인공지능 등 5개 분야별 세션과 

Qualcomm, Neuroscience Inspired AI Lab, ETRI 등 3개의 소속별 세션, 3개의 우수논문 소개 세션으로 

구성되었습니다. 어느 한쪽으로 치우침 없이 다양하게 연구해주시고, 본 하계학술대회에 투고해주신 

한국을 대표하는 인공지능 연구자들의 결과들을 한자리에서 볼 수 있는 것만으로도 큰 기쁨이었습니다. 또, 

이어진 한양대학교, UNIST, 연세대학교의 AI 대학원 소개와 중부발전, IITP AI 사업단 소개, 5개 AI 관련 

연구센터 소개는 한국 인공지능 연구의 현재와 미래를 한 번에 볼 수 있는 중요한 자리였습니다. 인공지능에 

관심있으신 많은 분들이 총 220여분 본 학술대회에 등록해주셨고, 온라인 상으로 100여명의 참여자가 상시 

접속 해주셨습니다. 다소 생소한 온라인 방식의 학회였지만, 오프라인 학회에 못지않은 열기가 랜선을 통해 

전달되었던 것은 두말할 나위 없습니다.

반년이 지나 선별된 18편의 논문에 대한 논문집을 발간하게 되어 다시 한 번 그날의 기억을 떠올립니다. 오늘도 

또 그 후속의 연구를 진행하고 계실 한국의 인공지능 연구자들의 노고와 열정에 경외심을 느끼며, 그것이 한국, 

나아가서는 인류 역사 전반을 풍요롭게 할 것임을 믿어 의심치 않기에 감사의 말씀을 전합니다.

2020 하계학술대회 조직위원장 

서병기(UNIST)
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인사말 

한국인공지능학회에서는 2020년 11월 19일부터 11월 20일, 이틀간 추계학술대회를 

온라인으로 개최하였습니다. 코로나 19라는 전세계적인 어려운 상황속에서도 세계적인 

AI연구자들분들께서 발표를 해주시고, 많은 분들께서 참여해주셨습니다. Keynote 

발표를 해주신 Microsoft연구소의 Tie-Yan Liu 박사님과 Ming Zho 박사님을 

비롯하여 Invited Talk을 해주신 Wenjun Zeng 박사님, 황승원 교수님, Nan Zhou 

Duan 박사님, 이준영 박사님, 주한별 박사님에게 감사드립니다. 

또한 최신 AI 기술들에 대한 발표를 해주신 25분의 국내 대학/연구소의 교수님 및 

연구원분들께도 감사의 말씀을 드립니다. 본 학회에서 처음 시도되는 Industry 세션을 

훌륭하게 이끌어주신 Korea Startup Forum 관계자분들께도 감사의 뜻을 전하고 

싶습니다. 논문을 투고해 주신 연구자들 그리고 학회에 참석해 주신 많은 분들주신  

참석해주신 많은 분들께도 감사의 말씀을 드리며, 본 학술대회가 한국인공지능 발전에 

디딤돌이 될 수 있기를 기원합니다. 

2020 추계학술대회 조직위원장 

이미란(MSR), 김선주(연세대)
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인사말 

2020년 하계/추계학술대회에서 노력해 주신 모든 프로그램 위원분들에게 감사 인사를 

드리며 이 글을 시작합니다. 작년에 진행된 하계/학술대회는 한국인공지능이 이룩한 

연구성과를 교류하고 그 성과를 엄밀히 평가하는 학술 교류의 장이었습니다. 

하계학술대회에서는 논문 모집을 1차와 2차로 구분하여 국내 최고전문가들의 수준 

높은 의견 교환 및 평가를 진행하였으며 추계학술대회에서도 훌륭한 평가를 

진행하였습니다. 이런 평가에 기초해서 2020 학술대회에서는 하계 10편(제1저자 기준 

카이스트, 고려대, 서울대, 연세대), 추계 5편(제1저자 기준 성균관대, 서울대, 카이스트, 연세대)의 

우수논문들이 선정되었으며, 추계에서는 특별히 MS 최우수논문을 선정하였습니다. 

논문 심사를 통해서 한국인공지능 연구의 수준이 매우 향상되었고, 앞으로도 더 큰 발전 전망을 보이고 

있다는 것을 알 수 있었습니다. 이런 성과를 낳게 해 주신 연구자분들과 심사위원분들에게 깊이 감사드리며 

앞으로 논문심사에 더 많은 연구자들이 참여할 수 있도록 노력하겠습니다. 특별히 이번에 2020 학술대회의 

심사위원으로 크게 노력해 주신 고려대 석흥일 교수님과 카이스트의 황성주, 신진우 교수님, 경북대의 정희철 

교수님을 비롯한 여러 심사위원분들에게 깊은 감사의 인사를 드립니다. 

또한 위 논문집이 앞으로 학회의 학술지 발간의 큰 디딤돌이 되기를 기대합니다. 

2020 하계/추계학술대회 프로그램 위원장 

김광수(KAIST)

user
Cross-Out
한국과학기술원 -> KAIST
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하계 및 추계 조직위원회 

▣ 하계학술대회 (2020년 8월 27~29일, 온라인) 조직위원회

• 조직위원장 서병기 교수 (UNIST) 

• 조직위원 김광수 교수 (KAIST) 김지환 교수 (서강대학교) 문일철 교수 (KAIST) 

석흥일 교수 (고려대학교) 이윤근 소장 (ETRI) 장동의 교수 (KAIST) 

정희철 교수 (경북대학교) 최준원 교수 (한양대학교) 

• 프로그램 위원장 김광수 교수 (KAIST)

• 프로그램 위원 권준석 교수 (중앙대학교) 김수형 교수 (전남대학교) 김지환 교수 (서강대학교) 

문일철 교수 (KAIST) 문태섭 교수 (성균관대학교) 백승렬 교수 (UNIST) 

서병기 교수 (UNIST) 석흥일 교수 (고려대학교) 신진우 교수 (KAIST) 

유창동 교수 (KAIST) 이주호 박사 (AITRICS) 장길진 교수 (경북대학교) 

장동의 교수 (KAIST) 정희철 교수 (경북대학교) 조성호 교수 (KAIST) 

조영임 교수 (가천대학교) 주재걸 교수 (KAIST) 황성주 교수 (KAIST)

▣ 추계학술대회 (2020년 11월19~21일, 온라인) 조직위원회 

• 조직위원장 김선주 교수 (연세대학교) 이미란 전무 (Microsoft Research)  

• 조직위원 김광수 교수 (KAIST) 김준모 교수 (KAIST) 최재식 교수 (KAIST)

• 프로그램 위원장 김광수 교수 (KAIST)

• 프로그램 위원 권준석 교수 (중앙대) 문일철 교수 (KAIST) 백승렬 교수 (UNIST) 

석흥일 교수 (고려대) 유창동 교수 (KAIST) 이주호 교수 (KAIST) 

장길진 교수 (경북대) 장동의 교수 (KAIST) 정희철 교수 (경북대) 

주재걸 교수 (KAIST) 최재식 교수 (KAIST) 황성주 교수 (KAIST)
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승인논문 목록

▣ 하계학술대회 승인논문 목록

1.  Ahmad Wisnu Mulyadi, Eunji Jun and Heung-Il Suk. Uncertainty-Aware Variational-Recurrent 
Imputation Network for Improving In-Hospital Mortality Prediction on Clinical Time Series (Korea U.)

2.  Bae Heesun, Moon Ilchul and Kim Giwoon. COVID-19 Spread Regimes with Temporally Calibrated SIR 
Model (Korea U., Soon Chun Hyang U. Hospital)

3.  Byungju Choi and Jimin Hong. Hierarchical Transformer (Korea U., Humelo)

4.  Canh Le and Chan-Hyun Youn. City-Scale Visual Place Recognition with Deep Local Features Based on 
Multi-Scale Ordered VLAD Pooling (KAIST)

5.  Chaehyeon Lee and Heechul Jung. GridMix Data Augmentation (Kyungpook National U.)

6.  Changha Lee, Gyusang Cho and Chan-Hyun Youn. Multivariate Load Forecasting for Multi-Client AMI 
Data Using CNN-LSTM Networks (KAIST)

7.  Chang-Hee Han, Hyung-Tak Lee, Hwa-Ah-Nee Lee and Han-Jeong Hwang. Convolutional Neural 
Network Enhances the Performance of Using Ear-EEGs for Classification of Eyes-Closed and Eyes-Open 
State (Technical U. of Berlin, Korea U.)

8.  Dahyun Kim. Overview of The Paper Related to Audio Visual Scene Aware Dialog (KAIST)

9.  Dias Issa and Chang D. Yoo. Node embedding and fairness: A review (KAIST) 

10.  Dohyun Kim, Jangsup Moon and Taesup Moon. HSCI : Hippocampal Sclerosis Classification with 
Interpretation (Sungkyunkwan U., Seoul National U. Hospital)

11.  Dohyung Kim, Sungho Park, Sunhee Hwang, Minsong Ki, Hyeran Byun and Seokyu Jeon. Fairness-
Aware Batch Sampling for Image Classification (Yonsei U.)

12.  Dongha Kim, Yongdai Kim, Yongchan Choi and Kunwoong Kim. Purifying Noisy Labels in Classification 
by Adversarial Search and Semi-supervised Learning (Seoul National U.)

13.  Donghyun Lee and Ji-Hwan Kim. Language Model Using Neural Turing Machine Based on Localized 
Content-based Addressing (Sogang U.) 
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승인논문 목록

14.  Dongjun Kim, Weonyoung Joo, Seungjae Shin, Kyungwoo Song and Il-Chul Moon. Adversarial 
Likelihood-Free Inference on Black-Box Generator (KAIST)

15.  Eunji Jun, Ahmad Wisnu Mulyadi, Jaehun Choi and Heung-Il Suk. Uncertainty-Gated Stochastic 
Sequential Model for EHR Data Imputation and In-Hospital Mortality Prediction (Korea U., ETRI)

16.  Ga-Young Choi, Won-Seok Kim, Han-Jeong Hwang, Miseon Shim, Hye-Ran Cheon, Dong-June Yeo and 
Soo-In Choi. Deep Learning Based EEG Neuronavigation to Identify Motor Hotspot (Korea U. Sejong, 
Seoul National U. Bundang Hospital, Kumho National Institute of Technology)

17.  Gyuhyeon Sim, Jinho Choi, Hyesu Lim and Jaegul Choo. A Survey on Interactive Image Segmentation 
Using Deep Learning (KAIST, Tomocube Inc., Korea U.)

18.  Hayeon Lee, Wonjun Yoon, Jinseok Park and Sung Ju Hwang. Learning Spatial Relationships for Cross-
Modal Retrieval (KAIST, Lunit)

19.  Heechul Jung, Yoonju Oh, Seongho Jeong, Chaehyeon Lee and Taegyun Jeon. 18. Contrastive Self-
supervised Learning for Satellite Imagery (Kyungpook U., SIA) 

20.  Hogun Kee, Chanho Ahn and Songhwai Oh. Model Selection for Imitation Learning (Seoul National U.) 

21.  Hong-Gyu Jung and Seong-Whan Lee. Few-Shot Learning with Geometric Constraints (Korea U.) 

22.  Hyemi Kim, Seungjae Shin, Wanmo Kang and Il-Chul Moon. Analyzing Disentanglement on the 
perspective of a Linear VAE (KAIST) 

23.  Jae Hoon Shin, Jee Hang Lee and Sang Wan Lee. Deep Interaction between Reinforcement Learning 
Algorithms and Human Reinforcement Learning (KAIST, Sangmyung U.)
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Multivariate Load Forecasting for Multi-Client AMI Data Using CNN-LSTM
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Abstract

Efficient and precise prediction on future en-
ergy consumption with Advanced Metering In-
frastructure (AMI) data can leverage more in-
formation and be used for efficient system man-
agement with enhanced usability. Due to the na-
ture of the data, short-term and long-term time
series relative features are included in the adja-
cent data as well as the value itself. We apply a
novel architecture of deep neural network(DNN)
with CNN and LSTM layer to predict the short
or long-term features of the AMI data.

Keywords— Load Forecasting, Multivariate Predic-
tion, Deep Learning, Machine Learning

I. INTRODUCTION

Recent consumption of electrical energy has been on the
rise due to the increase in population, economic growth,
and the advent of new electric devices. The electricity in-
dustry also grows with the increasing demand for electri-
cal energy, developing from the traditional electric man-
agement system to a new electric management system fol-
lowing the invention of two-way communication and au-
tomatic meter. This is called a smart grid. Smart grid is
an intelligent power grid system that enhances efficiency
by interacting with suppliers and consumers by incorpo-
rating information and communication technology into the
production, transportation and consumption processes of
electricity. Research has been actively conducted to pro-
vide more efficient system management and intelligent ser-
vices by building intelligent power grid systems.

Load Forecasting is an essential task for the develop-
ment of modern power systems. Technologies such as re-
newable energy, electric vehicles, and energy storage sys-
tems being used in modern power systems make it nec-
essary to predict the time-varying load demands. As the
complexity and uncertainty of the development of modern
power systems increases, it is challenging to predict the
load requirements of time series data of time-variability.
More accurate predictive models have been studied in ana-
lyzing time series data, starting with the basic algorithm,

such as Linear Regression (LR) [1] and Autoregressive
Integrated Moving Average (ARIMA) [2]. Recently, with
advances in deep running, neural layers such as Recur-
rent Neural Network (RNN) or Long Short-Term Memory
(LSTM) [4] are being studied, and models for analyzing
time series data such as Bi-LSTM [6], and CNN-LSTM
[3] are being studied and developed.

CNN-LSTM is a neural network combining convo-
lutional neural network (CNN) with LSTM. Therefore,
CNN-LSTM extracts spatial and temporal features and
learns both data characteristics. This neural network is
widely used to time-series data analysis. For example, ac-
cording to [7], a combined model of CNN and LSTM was
used to accurately detect arrhythmia in the ECG which is
a subject of medical field. The hybrid deep neural network
consisting of CNN and LSTM is studied for remaining use-
ful life prognostics in [5].

Our proposed CNN-LSTM method uses CNN and
LSTM layer to predict multivariate future data from short-
term to long-term. First, the data of one dimension for time
is reconstructed into two dimensional data considering spa-
tial feature. The convolution layer is used to extract spatial
feature from input data. The outputs of CNN are used as
the input of LSTM layer. Finally, the outputs of LSTM are
connected to Fully-Connected layer to predict multivariate
predictive load. We propose a novel hybrid cnn-lstm net-
work to predict multivariate power consumption in multi-
client data environment.

II. METHOD

Our target application is the prediction of multivariate
time-series data in multi-client environment. The proposed
model learns data characteristics to predict short or long
term value from an univariable data preprocessed by 36
timestamp window. univariable data consists of only power
consumption according to time. The train dataset forwards
into model and the prediction value is obtained. The pre-
dictive value is used to calculate the gradient to update
deep learning model parameter.

1
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A. 2D Reformator

First of all, the proposed model transforms time-series
data of which one dimension for time into separate time in-
terval to make two dimension for time. When setting win-
dowed n-length data as a Xi = {x0,x2, ...,xn−1}, we first
modify the data dimension as a Xi ∈ R

√
n×

√
n. The Xi,w,h

means the value xw+h in Xi where 0≤w,h≤
√

n−1. We set√
n−1 as a K for the rest of this paper. Windowing length n

should be a square number to ensure natural number of di-
mension. This reformation procedure is simple method to
assist spatial feature extractor. In multiple client environ-
ment, a spatial feature of two dimensional data is various
according to each clients.

B. CNN-LSTM model

The overall CNN-LSTM network architecture is de-
scribed in Fig. 1. The proposed model consists of multi-
ple layer including CNN and LSTM. The 2-dimensional
reshaped data forwards a convolution layer. The output of
convolution layer is shown in Equation 1.

Fig. 1. The description of CNN-LSTM network architecture.

yi, j = σ(b j +
K−1

∑
k=0

w j,k ∗Xi,k) (1)

where Xi,k = {Xi,k,0, ...Xi,k,K−1}, operator ∗ is the cross-
correlation, b is a bias, w is a trainable weight of the ker-
nel, and σ is an activation function ReLU in this paper.
The output in Equation (1) means a spatial feature vector
according to convolution of kernel and input.

The output of convolution is fed into LSTM to extract
temporal feature. A LSTM unit has main components con-
sisting of an input gate, a forget gate, an output gate, and
a memory cell. When setting input of LSTM as the previ-
ous output s meaning spatial features, the input gate, forget
gate, and output gate are defined as follows:

it = σg(W i
i st +bi

i +W h
i ht−1 +bh

i ) (2)

ft = σg(W i
f st +bi

f +W h
f ht−1 +bh

f ) (3)

ot = σg(W i
ost +bi

o +W h
o ht−1 +bh

o) (4)

where W i
x and W h

x or bi
x and bh

x sequentially mean the con-
necting weights or bias for input and hidden at any x unit,
and σg is an activation layer for gate. We use the sigmoid

activation layer for gates. The dimensions of weight ma-
trices are defined as follows: W i ∈ Rh×n and W h ∈ Rh×h

where h is the number of hidden units. The gate activation
variables construct LSTM cell and hidden units as follow-
ing Equation (5) and Equation (6).

ct = ft � ct−1 + it �σh(W i
cst +bi

c +W h
c st +bh

c) (5)

ht = ot �σh(ct) (6)

where operator � is the element-wise multiplication, and
σh is specified by tanh activation layer according to LSTM.
The outputs ht ∈Rh indicates temporal feature of the data.

The last layer of CNN-LSTM is a fully connected
layer to predict multivariate loads. Considering ht has data
{h0,h1, ...,hh−1}, a output of fully connected layer is de-
fined as follows:

y j =
h−1

∑
x=0

wx, jhx +b j (7)

The output y j in Equation (7) corresponds one of mul-
tivariate prediction value. Therefore, the entire predictive
value is expressed as follows:

Yi = {y0,y1, ...,y j, ...,yp} (8)

where p is a prediction length. Whether the target applica-
tion is a short-term or a long-term forecast depends on the
size of the p value.

III. EXPERIMENTS

A. Dataset Description

We evaluated proposed CNN-LSTM and other compa-
rable methods on the AMI meter dataset collected by Ko-
rea Electric Power Corporation (KEPCO). The automatic
smart meter records active power value at every 15 min-
utes. Each time-series data was preprocessed with sliding
window algorithm. The sliding window algorithm is used
to create input data and target data. The input of dataset
consists of windowed 36 variables according to time step.
According to Equation 8, the range of predicted length is
[1, 2, 3, 10, 36]. The number of clients in the training is
48 different clients, and the number of test clients consist
of 12 different clients from the training dataset. The dataset
includes around 1.3 million windowed data for training and
around 0.4 million windowed data for test.

B. Performance comparison with CNN-LSTM

We conducted experiments to validate that the proposed
network shows better performance than other CNN-LSTM
and deep learning-based models. The deep learning-based
models, such as MLP, LSTM, and GRU is used to predict

2
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Method Description Params
LSTM LSTM+Dense(p) 18.2-20.5K
GRU GRU+Dense(p) 13.9-16.2K
CNN-LSTM [3] Conv1D+MaxPooling+Conv1D+MaxPooling+LSTM+Dense(32)+Dense(p) 43.5-44.7K
CNN-LSTM (Ours) Reshape+Conv2D+LSTM+Dense(p) 33.7-36.0K

Table 1. The model architecture description according to prediction length p. According to value p, last layer has different trainable
parameters.

p 1 2 3 10 36
Method MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE
LSTM 0.0127 0.0552 0.0179 0.0632 0.0204 0.0669 0.0358 0.0877 0.0686 0.1319
GRU 0.0137 0.0595 0.0175 0.0619 0.0196 0.0658 0.0366 0.0888 0.0678 0.1326
CNN-LSTM [3] 0.0200 0.0663 0.0222 0.0677 0.0238 0.0713 0.0353 0.0880 0.0670 0.1320
CNN-LSTM (Ours) 0.0117 0.0519 0.0172 0.0665 0.0195 0.0633 0.0352 0.0858 0.0671 0.1299

Table 2. The experimental results for test dataset.

short or long term values. The other CNN-LSTM model
was re-deployed with reference [3] and we reproduced re-
sults for the windowed AMI meter dataset. The learning
rate starts at 0.01 and decreases to one-tenth of the current
rate at one-third and two-thirds of the total learning step.
We train the networks for 30 epochs and 128 mini-batch
size.

For fair comparison, we unified the configuration of
some layers as following Table 3. The other layers, such
as fully connected or pooling layers, follow a description
as referred in [3].

Common Layer Filter Kernel size Stride
Convolution1D 64 (2,1) 1
Convolution2D 64 (2,2) (1,1)
LSTM 64 - -
GRU 64 - -

Table 3. The configuration of common layer.

The model architecture and the number of model param-
eter are introduced in Table 1. As can be seen in Table 1,
the Params varies according to p.The CNN-LSTM model
we proposed reduced computational complexity by 20%
less trainingable parameters than the previous model [3].

Experimental results with other deep learning methods
are shown in Table 2. We observed that the proposed model
performs better in the short- to mid-term. Additionally, for
training datasets consisting of only load data, LSTM and
GRU were also observed to be performing well enough
and rather poor performance by traditional CNN-LSTM
[3] techniques. This means that existing CNN-LSTM per-
forms well only for multivariable and long-term data.
When data constitute only one feature rather than multiple
features, it can be seen that multivariable data can perform
sufficiently high even in a network of simple layers, such
as LSTM, GRU, and the proposed CNN-LSTM.

IV. CONCLUSION

We focus on predicting future energy within previ-
ous AMI data, with capturing short-term and long-term
features. It is to be cost-efficient for acquiring more
precise-future data with high-accuracy network within
small amount of parameters in the network. Consequently,
we are able to draw connections of the past and future data
by proposed CNN and LSTM network. Additionally, this
paper provides the information needed to select a model for
predicting time series data. However, our results should be
verified in a commonly used set of benchmark data. There-
fore, future work should focus on the general performance
and be compared with other deep learning models.
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Abstract

To apply AI to practical applications, research
using various data is needed. For this research,
we introduce Audio Visual Scene Aware Dialog
Task using Multimodal data. In order to gener-
ate Answer for Question through Visual Video,
Audio, and Dialog, the design of a model with
a comprehensive understanding of multimodal
data is required. Introduce various paper related
AVSD task and explain the motivation of each
paper. And comparing the results of each study,
suggest how to effectively deal with multimodal
data. Finally, this paper suggests future research
direction through the lack of previous research.

Keywords— Deep Learning, Machine Learning, Au-
dio Visual Scene Aware Dialog, AVSD, VQA, question
answering

I. INTRODUCTION

AI has developed in various fields. AI has been applied
to various existing fields such as Visual Task and Audio
Task and has made many improvements in performance.
And because of this development, there are many efforts
to apply AI to the real application. However, to apply AI
to actual applications, various tasks must be combined. For
example, in order to communicate with a person, the model
needs to understand what people saying and the situation
related to the conversation at the same time. It is neces-
sary to understand and use various modalities. As such, we
introduce the Audio-Visual Scene Aware Dialog (AVSD)
[5] Task, one of the datasets using multimodal data. And
in this paper, we compare the researches on AVSD. AVSD
Dataset consists of Visual Video, Audio, and Dialog. Vi-
sual Video is a video of about 30 seconds in which one
or more people act. Audio has sound information related
to Visual Video. And Dialog consists of Summary, Cap-
tion, and History. Summary and Caption are sentences
that describe the overall video. History is about two peo-
ple recording video-related questions and answers. History
is a question and answer related to the video. A person
who asks the question does not see the video and asks
10 questions to understand the video. The other watches

videos and answer questions. AVSD Task is intended to
create a model for making answer for the question, through
this dataset. The model should have a comprehensive un-
derstanding of Visual video, Audio, and History. And the
model should generate an answer according to these mul-
timodal data and question, The AVSD Task is conducted
in DSTC7[1] and DSTC8, and various researches are con-
ducted. Section2 introduces the motivation of researches.
Section 3 compares the performance of the researches in-
troduced in Section 2, and Section4 discusses conclusions
and future research directions.

Fig. 1. Example of AVSD dataset

II. MOTIVATION OF PAPERS

End-to-End Audio-Visual Scene–Aware Dialog using
Multimodal Attention – Based Video Features [3] (Model
1) introduces models that enable end to end learning us-
ing AVSD Dataset. Later, this model is used as a baseline
model for comparison in various other researches

A Simple Baseline for Audio–Visual Scene–Aware Di-
alog [8] (Model 2) uses only four frames by subsampling,
not all video data when using visual video data. This sub-
sampled video frames have enough information to help im-
prove performance and dramatically reduce training speed.
In addition, to use multimodal data, multimodal attention
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Model BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE L CIDEr
Without summary / caption

Model1[3] 0.256 0.131 0.109 0.078 0.113 0.277 0.727
Model2[8] 0.285 0.187 0.131 0.096 0.128 0.311 0.941
Model4[2] 0.305 0.200 0.144 0.109 0.138 0.366 1.132
Model6[6] 0.677 0.556 0.462 0.387 0.249 0.544 1.022

Using caption in training
Model3[4] 0.727 0.593 0.488 0.405 0.273 0.566 0.118

Using summary / caption
Model5[7] 0.307 0.210 0.151 0.113 0.145 0.339 1.180
Model6[6] 0.746 0.626 0.528 0.445 0.286 0.598 1.240

Table 1. The Performance of models

is used using factor graph attention.
Joint Student-Teacher Learning for Audio-Visual

Scene-Aware Dialog[4] (Model3) uses the Student-
Teacher Learning for training models. Teacher network,
along with video and history, uses caption for training.
And the Student network is trained to mimic the Atten-
tional multimodal fusion vector and the generated answer
in the Teacher network using only video and history. By
doing so, The model produces results similar to those with
captions without captions.

Learning Question-Guided Video Representation for
Multi-Turn Video Question Answering [2] (Model4) ef-
fectively utilizes the video features of the portion related
to the Question. It may be time inefficient to encode the
entire video sequence. For summarizing the video frame
features efficiently, compute the similarity between video
and question, use the score in attention mechanism. Calcu-
late similarity score between video feature and token about
the question. Similarity score makes gate that emphasizes
frame related to question

CMU Sinbad’s Submission for the DSTC7 AVSD Chal-
lenge [7] (Model5) yields state-of-the-art accuracy in
DSTC7. Multimodal feature integration improves perfor-
mance. For fusing contribution from a different modality,
this paper uses hierarchical attention. Since this paper, hi-
erarchical attention is used to use multimodal data in re-
searches related to AVSD.

Bridging Text and Video: A Universal Multimodal
Transformer for Video-Audio Scene-Aware Dialog[6]
(Model6) yields state-of-the-art accuracy in DSTC8. Learn
joint representations among different modalities as well as
generate informative and fluent responses. This paper de-
sign a universal multimodal transformer to encode differ-
ent modalities and generate a response at the same time.

III. EVALUATION

In this section, we introduce the performance of mod-
els explained earlier. To compare the quality of the gener-
ated answer, some measures are used. The objective mea-
sures used are BLEU, METEOR, ROUGE L, and CIDEr.

These objective measures calculate the similarity between
the sentence generated by the model and the ground true
sentence generated by the person.

The overall performance is as shown in Table1. Most
models introduced earlier do not use caption and sum-
mary. And then, the performance of Bridging Text and
Video: A Universal Multimodal Transformer for Video-
Audio Scene-Aware Dialog[6] (Model6) is the best. And
even with caption and summary, The same model’s perfor-
mance is the best.

Most researches use various data through multimodal
attention. And for this multimodal attention, various meth-
ods are used, such as factor graph attention and hier-
archical attention. Because performance improvement is
achieved through various attention methods, it can be un-
derstood that various data are used effectively. And the
most effective way to perform is transformer. Unlike other
methods, different types of data are attached and used to-
gether, rather than encoding different types of data sepa-
rately. This would have enabled a comprehensive under-
standing of various data.

IV. CONCLUSION AND DISCUSSION

Multimodal data must be used to apply AI to actual ap-
plications. In order to proceed with these studies, AVSD
dataset using multimodal data is introduced. We introduced
the papers related AVSD and explain the motivation and
its performance of each research. Most researches focus
on a comprehensive understanding of multimodal data. For
this, various methods such as attention and transformer are
used, and many performance improvements are made com-
pared to the Baseline model.

However, some further research is still needed. When
looking at the generated answer, there is something in com-
mon about the wrong answer. For example, questions about
a person’s action, or questions about the object’s charac-
teristics, do not answer correctly. To solve this problem,
further research will be required on how to use features of
data or to perform analysis from the typical aspects of data.
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Abstract

A great variety of research has been dedicated
to developing node embedding techniques in re-
cent years. Nevertheless, extremely few works
addressed the issue of mitigating potential bias
in produced embeddings. In this paper, we re-
view some of the prominent node embedding al-
gorithms along with pioneering works in the di-
rection of fair node embedding.

Keywords— Graph Deep Learning, Node embedding,
Fairness

I. INTRODUCTION

Node (graph) embedding techniques are utilized in vari-
ous fields including computational biology, linguistics, and
social networks [3]. The original aim of graph embedding
algorithms is in mapping the nodes of a graph to a vector
space with a specific number of dimensions as a hyper-
parameter. The embedding vectors could be utilized for
different purposes such as link prediction, node classifica-
tion, and recommendation.

A great variety of techniques were proposed in previous
research. Part of them such as Structural Deep Network
Embedding (SDNE) [10] or Large-scale Information Net-
work Embedding (LINE) [9] technique employ deep auto-
encoders, first and second-order network proximities for
generating graph embeddings. While others, such as Deep-
Walk [7] or Node2vec [4] utilize the approach of random
walks. Nevertheless, most of the current graph embedding
models do not consider fairness constraints and produce
biased embedding vectors, which in turn leads to discrim-
inatory predictions of machine learning models utilizing
these embedding vectors.

In next section several prominent background works in
node embedding field are reviewed. After that, the pioneer-
ing works in the direction of introduction of fairness con-
straint in node embedding are examined. Finally, the anal-
ysis and conclusions are provided.

II. GRAPH EMBEDDING ALGORITHMS

A. Deepwalk: Online learning of social representations

Deepwalk [7] is one of the most popular graph embed-
ding algorithms that was first of it’s kind widely used as
a benchmark for comparison of graph embedding tech-
niques. This approach is one of the representatives of the
family of graph embedding algorithms that utilize walks.
In graph theory, the walk is the concept that allows travers-
ing graph by moving from one vertex to another using their
common edge. Perrozi et al. [7] employed a random walk
technique, which kind of walk in a graph where the next
node in the path is chosen randomly among all neighbors
of the current node. The key idea of a Deepwalk [7] algo-
rithm is in the perception of random walks in a graph as
sentences in a document. In natural language processing
(NLP) field such algorithms as Word2vec [6] predicts the
probability of a word to appear in a sentence, given the sur-
rounding words. Perrozi et al. [7] utilized this idea in graph
setting as the estimation of the probability of appearance of
a node in a random walk given the previous nodes. Sim-
ilarly to Word2vec, Deepwalk learns feature vectors for
nodes in the graph that are utilized for estimation of this
probability. In other words, Deepwalk learns node embed-
dings that could be further utilized for downstream tasks as
node classification, link prediction, recommendation, etc.

B. node2vec: Scalable feature learning for networks

Node2vec is another extremely popular algorithm that
utilizes the idea of Deepwalk of representing random walks
in a graph as sentences in a document for further fea-
ture learning using NLP techniques. However, the signifi-
cant difference lies in the random walk sampling strategy.
While Deepwalk samples the next node in a random walk
by randomly choosing among the neighbors of a current
node, Node2vec employs search bias variable a. This vari-
able has two parameters: p and q. The first parameter p
represents the priority of a breadth-first-search (BFS) pro-
cedure, while the second parameter q represents the pri-
ority of a depth-first-search (DFS) procedure. Therefore,
probabilities 1/p and 1/q impact the next node appoint-
ment decision. Figure 1 depicts BFS and DFS algorithms.
It could be clearly seen that BFS is appropriate for learning
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a local neighborhood, while DFS is appropriate for learn-
ing a global neighborhood. This subtle difference allowed
Node2vec significantly outperform Deepwalk in such tasks
as link prediction and node classification.

Fig. 1. BFS and DFS procedures [4].

C. Graphgan: Graph representation learning with gen-
erative adversarial nets

GraphGAN [11] in contrast to previous graph embed-
ding techniques works in a slightly different way. Wang et
al. [11] try to learn feature vectors for nodes of graph uti-
lizing the widely known Generative Adversarial Network
(GAN) approach. The generator in GraphGAN tries to pre-
dict the neighbors of a given root node utilizing its feature
vector (embedding) and feature vectors of other nodes in
a graph. The discriminator tries to identify whether the in-
put neighbors are real neighbors or neighbors generated by
the generator. Figure 2 illustrates the idea of GraphGAN
architecture. This architecture allowed Wang et al. [11] to
produce graph embeddings out of real-world datasets that
demonstrate significant gain over previous algorithms in
link prediction, node classification and recommendation
tasks.

Fig. 2. The principles of GraphGAN performance.

D. HARP: Hierarchical Representation Learning for
Networks

Chen at al. [2] introduced the improvement for pre-
viously implemented graph embedding algorithms. The
problem of previous models could be in a risk of getting
stuck in a local minima due to non-convex optimization
using stochastic gradient descent. Therefore, the authors
introduced the technique of graph coarsening, where simi-
lar nodes are merged into supernodes. Then the embedding

procedure is done using graph of the supernodes. These su-
pernode embedding vectors are then utilized as during ini-
tial weight initialization of nodes that form these supern-
odes.

Due to such strategy, HARP could be utilized as a pre-
processing stage for previously implemented graph em-
bedding techniques. This approach allowed Chen et al. [2]
to increase the performance up to 14% of Macro F1 score
compared to original graph embedding techniques.

III. TOWARDS FAIR NODE EMBEDDING

Most of the current graph embedding generation algo-
rithms that are applied for various tasks such as link predic-
tion, node classification, and recommendation do not con-
sider fairness constraints into account. Graph generating
models utilize real-world graphs as ground truth for learn-
ing, however, according to Rahman et al. [8] real-world
graphs could be significantly unfair, and the algorithms uti-
lizing these graphs further propagate these biases resulting
in discriminatory predictions [8, 1].

A. Compositional fairness constraints for graph embed-
dings

The first research work about the fairness of graph
embeddings was introduced by Bose and Hamilton [1].
The authors did not consider the issue of generating fair
graph embeddings, they focused on the post-processing of
feature vectors generated for nodes of a graph. The au-
thors aimed to train filter-models to filter out the sensitive
information out of generated embeddings. For example,
for the task of movie recommendation, the graph of the
dataset consists of nodes, representing users and movies,
and edges between these nodes, representing the recom-
mendation procedure [1]. The authors filtered-out the in-
formation about the gender, age, and occupation of the
users from users’ embedding vectors. The main idea of the
authors’ paper was in a combination of such filters in order
to produce embeddings, which are invariant with respect to
several fairness constraints.

Figure 3 illustrates this approach. Firstly, embeddings
are fed to filter networks. Secondly, each filter network
filter-out its targeted sensitive attribute and produce the
output embedding invariant to a single sensitive attribute.
Thirdly, the mean of outputs of filter networks is fed to dis-
criminators, where each of the discriminators tries to pre-
dict its targeted sensitive attribute from the given input em-
bedding vector. Finally, the loss from the discriminators is
utilized for boosting the performance of the filter networks.

Figure 4 illustrates the prediction bias of the 3 different
models trained on movie recommendation dataset Movie-
Lens1M, which contains 1 million movie ratings by 6000
users on 4000 movies [5]. Prediction bias is calculated for
each movie as an absolute difference in average predicted
scores for users with different sensitive attributes. Then,
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Fig. 3. The approach of Bose and Hamilton [1].

prediction bias is averaged across all movies. For example,
for gender as a sensitive attribute, prediction bias is formu-
lated as average absolute difference in predicted ratings for
male vs. female users, across all movies.

The first baseline model produces graph embeddings
without consideration of any fairness constraints, the sec-
ond model outputs the feature vectors invariant for a sin-
gle sensitive attribute, the third model produces graph em-
beddings invariant to a combination of several sensitive
attributes. Three sensitive attributes were chosen: gender,
age, and occupation. The interesting observation is that the
compositionally trained adversary outperformed the single
adversary, thus, removing more sensitive information. This
leads to the fact that gender, age, and occupation are corre-
lated in this dataset.

Fig. 4. Prediction bias for different sensitive attributes in movie
recommendation dataset [1].

B. Fairwalk: towards fair graph embedding

In contrast to previous work, Rahman et al. [8] propose
the method of generation of fair graph embeddings using a
fair version of the node2vec algorithm, referred to as Fair-
walk. Their idea is based on the modification of the random
walk policy by introducing sensitive attribute bias. Dur-
ing the random walk procedure, before the procedure of
randomly choosing the next node among the given set of
neighborhood nodes, Rahman et al. [8] divide neighbors
into sets based on their sensitive attribute value. After that,
the authors randomly choose one of the sets and allow ran-

dom walk procedure to continue by randomly selecting the
next node among the chosen set of neighbors. For example,
for gender, as a sensitive attribute, on each step of selec-
tion of the next node in random walk procedure for node
u, its neighbors are divided into female and male neigh-
bors. Depending on which set is selected, the next node
of a random walk is chosen among either female or male
neighbors. Utilizing this approach, the authors were able
to reduce bias in friendship recommendation task in Insta-
gram graph dataset in terms of demographic parity, which
is a group fairness measure that requires the acceptance
rates of different groups to be equal.

IV. ANALYSIS AND CONCLUSIONS

Most of the prominent node embedding algorithms do
not take fairness into account. The works of Rahman et
al. [8] and Bose and Hamilton [1] are pioneers in the field
of fair node embedding, however, there exist several disad-
vantages of these methods. The drawback of Fairwalk [8]
algorithm resides in that it could use only a single fair-
ness constraint for the embedding generation process. This
leads to the issue that Fairwalk could not produce em-
bedding vectors invariant for several sensitive attributes.
While the approach of Bose and Hamilton [1] applies fil-
tering algorithms on already generated embedding vectors.
Therefore, there is no fair graph embedding generation ap-
proaches, which enforce invariance to several sensitive at-
tributes during the embedding generation procedure. Ad-
dressing this gap could be a potential direction for future
research.

To sum up, there are very few works in the field of
fair node embedding, and a wide range of issues that
should be solved. We believe that the research on multi-
constraint fair graph embedding generation techniques is
very promising direction for future studies.
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Abstract

The label noise problem in classification has
been studied for several decades and recently
many methods have been proposed to resolve
this problem for deep neural networks (DNNs).
In this study, we propose a new and novel learn-
ing framework so called adversarial search and
semi-supervised learning (ASSL). ASSL exploits
the memorization capability of DNNs, which is
known to be a major drawback of DNNs for noisy
label problems, to purify noisy labels by devel-
oping a new technique closely related to the ad-
versarial training method. And ASSL uses the
semi-supervised learning by regarding the con-
fusing samples as unlabeled samples rather than
excluding them out of the train data. To demon-
strate the superiority of ASSL we conduct various
experiments on the well-known benchmark data
sets whose results show that ASSL outperforms
previous state-of-the-art baselines by large mar-
gins. Especially, we observe that ASSL is very
robust to data with highly noised labels, e.g. for
heavy noise scenarios, ASSL improves the state-
of-the-art test accuracies by more than 10% on
image data sets and more than 25% on sentence
data sets.

Keywords— Deep Learning, Noisy label problem, Ad-
versarial training, Semi-supervised learning

I. INTRODUCTION

Learning with deep neural networks (DNNs) has
achieved impressive results on many classification prob-
lems [21, 13], but its success highly relies on massive train
samples with high-quality labels such as ImageNet [7] and
MS-COCO [25]. Since annotating is usually done manually
by human experts, it is expensive, time-consuming and even
impossible to obtain huge clean labeled data. On the other
hand, it is possible to access numerous data whose labels
are easy to collect but relatively inaccurate. We are able

to get these noisy-annotated data through internet search
engines [9, 19, 34, 42] or hashtags, which is much cheaper
and time-efficient than human labeling. Hence, it is crucial
to exploit noisy labeled data to obtain a good classifier.

In this study, we provide a new and novel learning frame-
work with noisy labeled data which is called ASSL (Adver-
sarial Search and Semi-supervised Learning). ASSL con-
sists of two steps. First, we conduct a supervised learning
with noisy labeled data to get a prediction model which is
smooth but over-fits the train data. With this model, we re-
fine the train data using our new technique, called RAS (Re-
finement with Adversarial Search). Then, we extract good
labeled samples from noisy data and treat the remained
samples as unlabeled samples by disregarding their labels.
Secondly, with the reformed data obtained from the first
step which consist of labeled and unlabeled data, we train
a prediction model by use of a semi-supervised learning
method.

The most appealing feature of ASSL compared to other
recent studies is that ASSL takes advantage of the memo-
rization capability of DNNs that DNNs can easily over-fit
train data. It is one of the most prominent issues for DNNs
with noisy labeled samples since memorizing noisy samples
would be expected to result in sub-optimal performance.
There have been many trials to prevent the undesirable
memorization ability of DNNs with noisy labeled samples
through various regularization strategies such as imposing
penalty term [44] or using large learning rate [35].

Instead of avoiding it, ASSL utilizes the memorization
capability to filter out noisy labeled samples. When there
are no noisy labels, it is known that over-fitted DNNs gen-
eralize well for test data [2]. This seemingly contradictory
phenomenon can be understood that over-fitted DNNs can
preserve certain smoothness as well [3]. That is, DNNs
provide over-fitted but smooth predictive models. ASSL
utilizes the property of DNNs to develop RAS for detecting
noisy labeled samples.

RAS is motivated by the fact that a smooth over-fitted
model changes its values much around noisy samples while
it changes less around cleaned samples under the so-called
cluster assumption [5] meaning that similar samples are
likely to be of the same ground-truth label. Based on the

1
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idea of the adversarial training method [12, 27] which seeks
a direction toward which a given predictive model changes
most, RAS measures an instability score for each sample in
the train data, which is proportional to how much a given
smooth over-fitted predictive model changes toward the
adversarial direction. Then, RAS regards samples with large
instability scores as noisy labeled samples. Note that RAS
does not require clean-annotated validation data set when it
calculates the instability scores.

There are many approaches which require some addi-
tional information of noisy data. For example, there are
some studies to assume that the true transition probability
matrix between true and noisy labels is known [30], or to
require small but clean-annotated train samples [42]. In
contrast, ASSL does not require any such assumption and
thus is easily applicable in practice.

By conducting various experiments on the well-known
benchmark data sets including image data and sentence data,
we demonstrate empirically that ASSL achieves the state-of-
the-art performance with large margins for most considering
cases. Particularly, ASSL is very powerful when the noise
level is high. For heavy noise scenarios, ASSL improves the
state-of-the-art test accuracies by more than 10% on image
data sets and more than 25% on sentence data sets.

This paper is organized as follows. In Section ii., we
briefly review related works, including methods for com-
bating samples with noisy annotations and semi-supervised
learning algorithms. Our proposed method, ASSL including
RAS, is explained in Section iii., results of various exper-
iments are given in Section iv. and conclusions follow in
Section v..

II. RELATED WORKS

Noisy label problem Learning a classifier with noisy an-
notated data has been studied for several decades [1, 28, 48].
However, such methods are not easily applicable to DNNs
because the excessive complexity of DNNs leads to memo-
rizing all the train data including noisy labels, which ham-
pers prediction power.

Recently, many noisy-annotation-robust deep learning
approaches have been proposed to overcome this issue. Sev-
eral methods focused on the noise transition matrix and
correcting the objective function accordingly [10, 30]. [41]
detected noisy samples by using feature maps of a given
DNN model and assigned small weights in the loss function
to reduce the undesirable effects caused by noise labels.
[37] proposed a special loss function which is able to ab-
stain on confusing samples to improve the classification
performance of DNNs. [35] and [44] developed methods
to estimate the ground-truth labels and network parameters
simultaneously. There was also an attempt to employ the
meta-learning algorithm to get a noise-tolerant classifier
[24].

Semi-supervised learning Deep learning has suffered
from collecting large amount of labeled data which requires
both cost and time. Thus, it becomes important to develop
semi-supervised methodologies that learn a model by using
not only small labeled data but large available unlabeled
data.

Various semi-supervised learning (SSL) methods have
been proposed for deep learning. [31] used a specially de-
signed auto-encoder to extract essential features for clas-
sification. Generative models including variational auto-
encoder [18] or generative adversarial networks [11] were
applied to SSL to enhance a classifier [17, 26, 33, 6, 22].
In addition, there were SSL methods to encourage a
model to be robust to perturbation of data or parameter
[32, 23, 27, 43], and to strengthen a model using ensemble
of the past models [23, 36]. [39] and [4] adopted and gen-
eralized the idea of the MixUp algorithm [46] which trains
a model with convex combinations of randomly selected
sample pairs to shrink the model to be linear.

III. THE PROPOSED ASSL METHOD

Our goal is to learn a K-class classification model
for data with noisy labels. Let D = {(xi,yi)}n

i=1 be a
noisy train data set, where xi is the i-th input sample
and yi ∈ {1,2, . . . ,K} is the corresponding (noisy) label.
Also we denote the train data set with label k as Dk,
i.e. Dk = {(x,y) ∈ D : y = k}. A discriminative network
parametrized by θ is denoted by f (x;θ), which maps an
input x to a K-dimensional simplex with the softmax layer.

After explaining the motivation of ASSL, the three steps
of ASSL will be described in detail in the consecutive sub-
sections. Additionally, we propose an iteration method to
enhance the original ASSL.

A. Motivation

We explain the main motivation about how ASSL uti-
lizes a smooth over-fitted model. Consider as a toy exam-
ple, a binary classification problem with 1-dimensional
input data. Suppose that an input x is generated from a mix-
ture of two uniform distributions, x ∼ 1/2Uni f (−4,−1)+
1/2Uni f (1,4) and its ground-truth label is determined by
the sign value, that is, y = I(x > 0), where I(·) is the in-
dicator function. We then corrupt some train samples by
reversing their labels.

Suppose that there is a classifier h(x;η) = p(y = 1|x;η)
with parameter η which classifies all the train samples per-
fectly and is smooth enough (Figure 1(a)). As can be seen
in Figure 1(a), h(x;η) increases or decreases rapidly around
noisy samples while it is stable around clean samples, which
gives a clue how to distinguish pure and impure samples
by looking at the derivative of h(x;η) at each datum. The
derivatives of noisy samples are large or small while those
of clean-labeled samples are close to 0. On the other hand,
suppose that h(x;η) is either too much smooth or too much
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Fig. 1. Example of three types of classifiers for noisy labeled data.

complex, which are illustrated in Figure 1 (b) and (c) re-
spectively. Then the derivative of h(x;η) does not give any
information about whether a given datum is noisy or clean.
This is why we need a not only over-fitted but also smooth
classifier for detecting noisy samples.

B. Step 1: Refinement with adversarial search

Over-fitting a model with smoothness Among many re-
cent methods, we adopt MixUp [46] to obtain a smooth
over-fitted model for its easiness to implement and compu-
tational efficiency.

For given two samples (x1, ỹ1) and (x2, ỹ2) from D ,
where ỹ is the one-hot coded vector of y, MixUp calcu-
lates the following:

LMU
λ (θ ,x1,x2,y1,y2) (1)

=−CE{Mixλ (ỹ1, ỹ2), f (Mixλ (x1,x2);θ)} ,

where Mixλ (a,b) = λa+(1−λ )b for λ ∈ [0,1] and CE is
the cross-entropy function. Then we minimize the following
objective function with respective to θ :

E
(x1,y1),(x2,y2)∼D ,λ∼B(α,α)

[
LMU

λ (θ ,x1,x2,y1,y2)
]
,

where B(α,α) is the beta distribution with tuning param-
eter α . [46] mentioned that MixUp with large α increases
smoothness of the model but looses its memorization capa-
bility. Thus in this study we use a small α (0.25 in practice)
to get a smooth but over-fitted model.

RAS method The first step of RAS is to define the insta-
bility score which intuitively measures how much f (x; θ̂)
changes its values around a given datum x, where θ̂ is the
estimate obtained in the MixUp procedure. For this purpose,
we utilize the idea of the adversarial direction of [12, 27]
for a given datum z = (x,y), given as

ra(z,ε) = argmax
r;‖r‖≤ε

DKL

(
f̃y(x; θ̂)|| f̃y(x+ r; θ̂)

)
, (2)

where ε > 0 is a maximum perturbation radius, DKL is
the KL divergence and f̃y(x;θ) = ( fy(x;θ),1− fy(x;θ)) ∈

R2. And we define the instability score as M(z) = | fy(x+
ra(z,ε); θ̂)− fy(x; θ̂)|.

The second step of RAS is to pick out samples based on
the instability score M(z) for z ∈ D and to regard them as
clean labeled samples. Let Pn be the empirical distribution
of {M(z),z ∈ D} and let γ ∈ (0,1) be a given constant. A
naive approach is to pick samples whose quantiles of the
instability scores with respect to Pn are less than γ and to
regard them as cleaned samples. A better approach is to
apply this procedure to each data set Dk, which is used
for experiments unless otherwise stated. That is, we pick
cleaned samples from the data set of each class separately.

C. Step 2: Semi-supervised learning with the refined data

To obtain the final predictive model, we apply a SSL
method to the refined data obtained in Step 1 in which
all unpicked samples are treated as unlabeled data. In this
study, we use MixMatch [4] which is known as one of the
state-of-the-art methods in deep semi-supervised learning
problems. We tried other recently proposed methods such
as VAT [27], ICT [39] and UDA [43], and concluded that
MixMatch is powerful, efficient and easily applicable to
various data sets. For example UDA is also powerful but
requires a task-specific data augmentation technique which
needs huge computational resources, being hard to extend
to other tasks.

Note that ASSL does not remove any samples completely
from the train data while many other approaches for noisy
label problems remove the samples, e.g. [24, 37]. Since
only labels are contaminated, it is beneficial to use them as
unlabeled data instead of removing them.

D. Iterative training

We propose an iterative training scheme of ASSL for
enhancement of the prediction power. In first iteration, we
apply our proposed ASSL method with the train data set
D to have the estimated parameter of the prediction model
θ̂ ASSL

1 .
In second iteration, we calculate the predicted labels

of all the train data with the estimated model in the first

3
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iteration, given as

ŷi = argmax
1,...,K

fk(xi; θ̂ ASSL
1 ), i = 1, . . . ,n. (3)

We then define the new train data set D̃ by replacing all the
labels of the train data with the predicted labels obtained
in (3), that is, D̃ = {(xi, ŷi)}n

i=1. And we repeat all the two
steps in ASSL with the new train data set D̃ leading to
obtain the second estimated parameter denoted by θ̂ ASSL

2 .
We repeat this iteration until the performance is saturated.

In experimental analysis we conduct three iterations of
ASSL to estimate the prediction model. We observe that
iterating more than three times does not give significant
improvements.

IV. EXPERIMENTAL ANALYSIS

We carry out extensive experiments with ASSL includ-
ing performance tests and ablation studies by analyzing
both image and sequential data sets. We consider CIFAR-
10 and CIFAR-100 [20] for image data analysis, and Lap-
top, Restaurant and Movie [29] for sequential data anal-
ysis. Laptop and Restaurant data sets are collected from
SemEval-20161. All the three sequential data sets consist of
review sentences and their corresponding polarity (positive
or negative). All experiments are implemented by using the
PyTorch framework. As mentioned in Section D., we iterate
ASSL three times.

For CIFAR-10 and CIFAR-100, we use WideResNet28-2
([45], 1.47M params) and WideResNet28-10 ([45], 36.54M
params) respectively as the backbone network. Note that
other studies analyze CIFAR-10 with ResNet-34 [13],
PreActResNet-32 [14] and WideResNet28-10 [45] , which
are much bigger than WideResNet28-2. As for sequential
data sets, we use a pre-trained BERT [8] as a encoder. After
encoding them to 300-dimensional vectors, we use 4-hidden
layered DNN (300-300-300-150-150-2) equipped with the
ReLU activation function and the batch normalization [15].
We do not learn the BERT during the training step, i.e.
freeze the parameters of the BERT.

As other studies did, we use 10% randomly selected
clean-annotated data from the train data as validation data
in order to find the optimal hyperparameters in RAS and
MixMatch.

A. Data description

In this section we describe the label contamination strate-
gies for each data set.

CIFAR-10 & 100 According to the common settings of
other recent papers [35, 47, 24, 37, 44], we consider two
settings for giving label noises: symmetric and asymmet-
ric. In the symmetric noise setting, for each sample in the

1http://alt.qcri.org/semeval2016/task5/

train data set its label is contaminated with probability r
to a random label generated from the uniform distribu-
tion on 1 to K (K = 10 for CIFAR-10 an K = 100 for
CIFAR-100). In the asymmetric noise setting for CIFAR-10,
with probability r a noisy label is generated by one of the
following mappings: truck→automobile, bird→airplane,
deer→horse and cat↔dog. As for CIFAR-100, a noisy
label is generated by flipping a given label to the next la-
bel with probability r according to the transition chain:
class1→class2→ ·· · →class100→class1.

Laptop, Restaurant and Movie For all the three data
sets, we only consider the symmetric noisy annotation strat-
egy as [40] did. The strategy applied is slightly different
from the above method: for a given datum, with probabil-
ity r we do not generate a random label from the uniform
distribution but reverse its label, e.g. positive→negative or
negative→positive.

B. Prediction performance analysis

CIFAR-10 & 100 The results are summarized in Table 1
and 2. ASSL achieves the highest test accuracies in most
cases compared to other existing methods. Note again that
ASSL utilizes a much smaller network than the architectures
used in other studies for CIFAR-10. In particular, ASSL
improves the existed state-of-the-art test accuracies with
large margins when the noise level is high. The margins
between ASSL and other methods are at least 3% for both
the symmetric setting with r ≥ 0.7 and the asymmetric
setting with r = 0.5. Moreover, for the extreme noise case
(r = 0.9 for CIFAR-10 and r = 0.8 for CIFAR-100), ASSL
improves the existed state-of-the-art accuracies by more
than 10%.

We find that the iterative training in Section D. strength-
ens the performance except that r is small. For a small r,
applying the iterative training worsens the results but the
extent of degradation is not significant. On the other hand,
the iterative training leads to impressive improvements for
the heavy noise settings. It even records more than 13%
margin for the symmetric noise setting with r = 0.9. for
CIFAR-10 and r = 0.8 for CIFAR-100. This is because that
the quality of the relabeled train data is improved much
when the noise rate is high.

Laptop, Restaurant and Movie Table 3-5 present the
accuracies of ASSL and other methods over the three se-
quential data sets. The study of [40] is the first trial to learn a
model with noisy labels for sequential-level data to the best
of our knowledge, thus we only present the performance
results conducted in [40] as baselines. Since the architec-
tures used by [40] and our study are different, we also list
the baseline results achieved only with cross-entropy loss
for fair comparison.

While other methods including NetAB get worse drasti-
cally as the noise level increases, ASSL is not much affected

4



하계학술대회 논문

한국인공지능학회 2020 하계 및 추계 학술대회 논문집 _ 31

Noise type Symmetric Asymmetric
Method r=0.1 r=0.3 r=0.5 r=0.7 r=0.9 r=0.1 r=0.2 r=0.3 r=0.4 r=0.5
Cross Entropy [35] 91.0 88.4 85.0 78.4 41.1 91.8 90.8 90.0 87.1 77.3
CNN-CRF [38] - - - - - 92.0 91.5 90.7 89.5 84.0
Joint Optim. [35] 92.7 91.4 89.6 85.9 58.0 93.2 92.7 92.4 91.5 84.6
PENCIL [44] 93.26 92.09 90.29 87.10 61.21 93.00 92.43 91.84 91.01 80.51
MLNT [24] 93.24 92.50 90.65 87.11 59.09 93.61 93.25 92.82 92.30 82.09
DAC [37] - - - - - 94.23 93.20 92.07 89.88 -
ASSL (1st iter.) 94.96 92.65 91.38 85.31 57.60 94.52 93.61 91.33 88.04 81.48
ASSL (2nd iter.) 94.00 93.33 92.70 90.43 70.64 93.95 93.72 92.43 91.91 85.54
ASSL (3rd iter.) 93.67 93.34 92.77 90.90 71.49 94.34 94.12 93.01 92.51 85.66

Table 1. Test accuracies (%) on CIFAR-10 for various methods trained with symmetric and asymmetric label noises. We ran three
implementations and reported the mean accuracy.

Noise type Symmetric Asymmetric
Method r=0.2 r=0.4 r=0.6 r=0.8 r=0.1 r=0.2 r=0.3 r=0.4
Cross Entropy [47] 58.72 48.20 37.41 18.10 66.54 59.20 51.40 42.74
Lq [47] 66.81 61.77 53.16 29.16 68.36 66.59 61.45 47.22
Trunc Lq [47] 67.61 62.64 54.04 29.60 68.86 66.59 61.87 47.66
PENCIL [44] 73.86 69.12 57.79 fail 75.93 74.70 72.52 63.61
DAC [37] 75.75 68.20 59.44 34.06 75.59 73.22 71.38 65.34
ASSL (1st iter.) 74.33 66.32 55.70 31.39 77.28 72.64 67.93 56.50
ASSL (2nd iter.) 74.98 69.11 65.57 43.28 77.23 73.42 73.34 64.83
ASSL (3rd iter.) 74.35 69.54 65.60 44.88 76.41 73.48 73.59 65.94

Table 2. Test accuracies (%) on CIFAR-100 for various methods trained with symmetric and asymmetric label noises. We ran three
implementations and reported the mean accuracy.

Method r=0.1 r=0.2 r=0.3 r=0.4 r=0.5
CNN [16] 75.0 74.0 66.0 64.0 60.0
NetAB [40] 76.5 75.0 68.5 65.5 60.5
Baseline 78.45 74.69 69.80 63.22 53.99
ASSL (1st iter.) 84.36 84.57 83.90 82.70 84.58
ASSL (2nd iter.) 85.20 86.47 84.99 83.72 84.75
ASSL (3rd iter.) 85.20 86.30 85.20 84.80 86.05

Table 3. Test accuracies (%) on Laptop dataset for various methods
trained with symmetric label noises. We ran five implementations
and reported the mean accuracy.

Method r=0.1 r=0.2 r=0.3 r=0.4 r=0.5
CNN [16] 77.0 72.0 70.0 69.0 52.0
NetAB [40] 79.0 76.0 72.0 69.5 56.0
Baseline 83.59 81.17 75.52 69.12 57.39
ASSL (1st iter.) 90.33 86.81 87.47 88.35 86.59
ASSL (2nd iter.) 88.80 88.39 87.88 86.92 88.38
ASSL (3rd iter.) 88.10 87.90 87.50 87.90 88.38

Table 4. Test accuracies (%) on Restaurant dataset for various
methods trained with symmetric label noises. We ran five imple-
mentations and reported the mean accuracy.

by the noise level. For heavy noise cases, ASSL achieves
substantial improvements with large margins more than
25% compared to NetAB and baseline. It is also notable
that the accuracy of ASSL with high noise level (r = 0.5) is
competitive to those of ASSL with low noise level, which
reassures that ASSL is powerful to analyzing highly noisy
labeled data set.

Method r=0.1 r=0.2 r=0.3 r=0.4 r=0.5
CNN [16] 73.0 70.0 66.0 59.0 49.0
NetAB [40] 75.5 75.0 70.5 69.0 50.0
Baseline 76.11 77.21 71.79 65.64 52.33
ASSL (1st iter.) 80.60 79.93 77.95 80.45 78.88
ASSL (2nd iter.) 80.40 79.12 79.90 80.20 79.12
ASSL (3rd iter.) 78.03 80.50 79.40 81.20 80.03

Table 5. Test accuracies (%) on Movie dataset for various methods
trained with symmetric label noises. We ran five implementations
and reported the mean accuracy.

C. RAS analysis

In this subsection, we investigate various aspects of RAS.
Recall that RAS can apply the instability scores to either
D or each Dk separately. We compare these two strategies
by visualizing the distribution of the number of labeled
samples at each class in the refined data. We consider the
first iteration of ASSL over CIFAR-100 with the symmetric
noise setting. Figure 2 summarizes the results when γ = 0.2
and γ = 0.5. Results for other γ values are in the supplemen-
tary material. We can observe that the distributions of the
number of samples decided to be cleaned labeled samples
by applying RAS to individual Dk have relatively smaller
variances than those with D . The results imply that the dis-
tribution of the instability score is quite different for each
class and balancing the numbers of cleaned labeled samples
for each class is beneficial.
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Fig. 2. Boxplots of the numbers of labeled samples at each class
of the refined data by RAS applied to D (RAS w/ D) and RAS
applied to individual Dk with (Left) γ = 0.2 and (Right) γ = 0.5.

Fig. 3. The optimal γ values for various noise levels.

D. Ablation study

About the quantile point γ in RAS We investigate the
relation between the quantile point γ and the noise level r.
Note that the larger the γ value is the more the samples are
regarded as clean labeled samples. We consider CIFAR-10
with the symmetric noise setting. Figure 3 draws the values
of the optimal γ for various values of r at each iteration of
the iterative training. It is observed that when there are not
many noisy labels in the train data, it is beneficial to use
a large value of γ and vice versa. Also, it can be seen that
more labeled samples in the refined data are helpful as the
iterative training proceeds, which suggests that the iterative
training procedure keeps purifying the train data.

When validation data are not available, we can resort to
prior knowledge about the noise level to choose γ. So, it is
interesting to see that how sensitive the accuracies of ASSL
according to the choice of γ. Figure 4 draws the accuracies
of the ASSL after the first iteration for CIFAR-10 with the
symmetric noise settings. Unless the noise level is high,
the results are not too sensitive to the choice of γ, which
recommends that a relatively small value of γ is desirable
when no validation data are given.

Importance of SSL framework We carry out one more
experiment to stress the importance of using seemingly
noisy labeled samples as unlabeled samples by comparing
SSL method and SL method. In Step 3 of ASSL, we train
prediction models by two methods: 1) MixMatch (ASSL)

Fig. 4. Plot of test accuracies for various γ values.

CIFAR-10
Method γ=0.1 γ=0.3 γ=0.5 γ=0.7
ASSL 91.38 90.22 87.65 87.38
ASSL-SL 84.40 85.50 86.48 87.01

CIFAR-100
Method γ=0.1 γ=0.3 γ=0.5 γ=0.7
ASSL 59.62 66.18 66.32 63.6
ASSL-SL 44.81 59.45 60.17 61.01

Table 6. Test accuracies (%) of the original ASSL (ASSL) and
ASSL with only labeled samples in the refined data (ASSL-SL).

and 2) MixMatch only with labeled samples in the refined
data (ASSL-SL). Table 6 lists the results over CIFAR-10 for
the symmetric noise setting with r = 0.5 and CIFAR-100
with the symmetric noise setting with r = 0.4. The results
confirm the importance of using a SSL method in ASSL.

V. CONCLUSION

In this paper, we proposed a new and novel learning
framework, called ASSL, to learn a prediction model when
the train data have some noisy annotations. We found that
ASSL exhibited significantly improved performance com-
pared to other recent approaches in most experiments and
was especially superior on highly noisy-labeled cases with
large margins.

An interesting issue is to apply ASSL without validation
data. Note that validation data are used to select the γ in
RAS and to learn a prediction model by SSL. We have seen
that the choice of γ is not sensitive to the final results unless
it is too large. For SSL, we may use a part of refined data
as validation data. We leave this problem as a future work.
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Abstract

Visual place recognition is the task of recogniz-
ing a place depicted in an image based on its
pure visual appearance without metadata. In vi-
sual place recognition, the challenges lie upon
not only the changes in lighting conditions, cam-
era viewpoint, and scale, but also the character-
istic of scene level images and the distinct fea-
tures of the area. To resolve these challenges,
one must consider both the local discriminative-
ness and the global semantic context of images.
On the other hand, the diversity of the datasets is
also particularly important to develop more gen-
eral models and advance the progress of the field.
In this paper, we present a fully-automated sys-
tem for place recognition at a city-scale based
on content-based image retrieval. Our main con-
tributions to the community lie in three aspects.
Firstly, we take a comprehensive analysis of vi-
sual place recognition and sketch out the unique
challenges of the task compared to general im-
age retrieval tasks. Next, we propose yet a sim-
ple pooling approach on top of convolutional
neural network activations to embed the spa-
tial information into the image representation
vector. Finally, we introduce new datasets for
place recognition, which are particularly essen-
tial for application-based research. Furthermore,
throughout extensive experiments, various issues
in both image retrieval and place recognition are
analyzed and discussed to give some insights for
improving the performance of retrieval models
in reality.

Keywords— visual place recognition, information
retrieval, features pooling, image representation,
datasets

I. INTRODUCTION

Visual place recognition has received a significant
amount of attention in the past few years both in computer

vision and robotics communities , motivated by applica-
tions in autonomous driving, augmented reality and simul-
taneous localization and mapping (SLAM) [1, 21]. Gener-
ally, there are two major approaches for visual place recog-
nition: image retrieval-based and large-scale 3D model-
based.

In the large-scale 3D model approach, the scenes are
represented via 3D models with image descriptors attached
to 3D points and the localization task is cast as 2D-to-3D
image registration where the full 6 DOF camera poses are
recovered from the models [23]. The method has the ad-
vantage of high accuracy, nevertheless, building and main-
taining a large-scale 3D model is extremely expensive. On
the other hand, the image retrieval based methods approxi-
mate the location of a query image with locations of similar
images in a large-scale geo-tagged database. Compared to
3D-based methods, maintaining a database of geo-tagged
images is much easier, therefore, the approach has the ad-
vantage of scalability. Moreover, it has been shown in [23]
that retrieval-based method can also recover both posi-
tion and full camera poses of the query image if sufficient
database images are correctly retrieved.

In general image retrieval, the goal is to find the image
with the most similar visual appearance to the instance de-
picted in the query. Modern retrieval systems index an im-
age to a compact vector, which captures both the local and
the semantic visual appearance of the image. By measur-
ing the distance between these vectors, we can compute the
similarity between the corresponding images. The funda-
mental issue in image retrieval is how to create a canonical
form that efficiently unify similar images and distinguish
those are different.

Visual place recognition exposes unique challenges be-
sides to those existing in general image retrieval. Nowa-
days, challenges of visual place recognition come from not
only the visual differences between query and database
images but also from the overlapping between irrelevant
images, and the different appearance of the same place
among images [11]. For example, in city scenes, common
dynamic objects such as cars, humans, bikes, trains appear
in most of the images; or a picture of same place may shift
depending on the camera model, the viewpoint, the time in
the day or the season it was taken.
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To address these issues, we propose a pooling scheme
on top of convoluional neural network (CNN) activations
that produce an effective vector-form of scene images. Our
method takes advantage of local features in CNN, pool
them with a statistical model to achieve the canonical form,
and finally exploit the multi-scale transform to retain the
spatial details. While the final vector may include residual
information, the experiment show that it effectively elimi-
nates the unique issues in visual place recognition.

In addition, one of the challenges in the research of vi-
sual place recognition in the early days was how to collect
enough geo-tagged images to build the database. In recent
years, map providers such as Google or Naver introduce
the street-view feature in their map platform, which allows
users to view the street-level spherical panorama image in
most urban areas in the world. Subsequently, several city-
scale databases have been constructed [22, 1, 18]. Never-
theless, our significant concern when starting this research
is whether or not the characteristics of cities affects the
recognition methods. Encouraged by this question in mind,
we generate the dataset of our city, Daejeon, with database
images from Google Streetview and query images were
taken by phones. We later show that our concern does make
sense, as the state-of-the-art methods on existing datasets
perform worse in our dataset.

The paper is organized as follow: In Section ii. we de-
scribe in detail the challenges of visual place recognition
and discuss previous works. In Section iii., we present our
pooling scheme. In Section iv., we first describe our newly
collected dataset and then show demonstrate the benefits of
proposed method over prior works. Finally, the conclusion
and discussion on the future of visual place recognition are
given in Section v..

II. BACKGROUND AND RELATED WORKS

Content-based image retrieval (CBIR) has been a core
problem in the multimedia field over two decades. Modern
CBIR systems usually consist of two-stage: offline stage
and online stage. In the offline stage, a visual database
is constructed by crawling images from various sources
to create the plaint-image pool, and indexing images to
database for efficient searching. In the online stage, the
query image is given and similar images in the database
are retrieved by scoring the images in the database and op-
tionally re-rank the top images with the highest scores by
geometric verification [5].

Nowadays, the challenge of CBIR lies in developing an
efficient representation that is robust to different appear-
ances of an image due to occlusions or changes in illu-
mination, view-point, and scales. To achieve the invariant,
local features is extracted from images. A local features de-
scribe a very small patch of the image (e.g. 16×16 pixels)
and is robust to change in illumination and scale. Notable
local features are SIFT [12], SURF [3], BRIEF [4]; and
recently off-the-shell CNN activations shows outstanding

performance when used as local features [17].
While local features is good for matching images, it is

not suitable for image retrieval due to extra cost of point-
to-point matching. To solve this problem, methods are de-
veloped to aggregate local features into a compact global
feature. Most of the successful feature aggregation model
are statistical-based, namely bag of visual words (BoVW)
[19], Fisher vector (FV) [14] and vector of locally aggre-
gated descriptors (VLAD) [9]. These models capture the
distribution of local features over a codebook and use it as
the global representation of images.

In recent years, end-to-end deep learning model intro-
duces simple aggregation strategy on CNN feature and
achieve decent global features by jointly learn both extrac-
tions and aggregation. [2] trained the CNN with classifi-
cation loss and used the pooled vector at the last fully-
connected layer as the global representation of the images.
The authors of [16, 20, 7] replaced the fully-connected
layer with pooling layer and trained the network with the
triplet-ranking loss to produce a global image representa-
tion that is suitable for image retrieval. Remarkably, [1]
proposed the NetVLAD layer, which pools the features in
VLAD manner and ready to plug into any CNN architec-
ture. For visual place recognition, the authors showed that
the whole network can be weakly supervised trained with
triplet ranking loss and noisy data with only GPS geo-
tagged.

When applied to visual place recognition, CBIR reveals
unique challenges due to the characteristic of urban envi-
ronment. The issue come from not only the visual differ-
ences between query and database images but also from
the overlapping between irrelevant images, and the differ-
ent appearance of the same place among images [10]. For
example, in city scenes, common dynamic objects such as
cars, humans, bikes, trains appear in most of the images; or
a picture of same place may shift depending on the cam-
era model, the viewpoint, the time in the day or the season
it was taken. Many efforts have been made in the recent
decade to solve these challenges with attentive features
model, on which the features extractor is trained to detect
key-points at the salient areas of the images, i.e. static ob-
jects such as walls or buildings. However, in [11, 22, 10]
and in this paper, we show that the attentive model itself
is not strong enough for better place recognition. The un-
derlying reasons lie in two issues: the repetitive structures
, and the reflection phenomenon.

A. Repetitive Structures

Repetitive structures may refer to the common pat-
terns that appear frequently in many different geographi-
cal places and are easily matched to other instances of the
same type. The examples of repetitive structures in the city
are generic windows, building fences or trees.There are
two key reasons why the repetitive pattern is problematic
in the retrieval algorithm. First, the features from these pat-
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Figure 1. Typical building facades in our database that create dif-
ficulty to distinguish buildings; many features extracted from the
image belong to repetitive patterns, thus, the retrieval system re-
turn many false-positive images

terns dominate in the image and therefore, degrade the con-
tributions of other important features. For example, in the
BoVW model, the final representation vector is actually the
histogram of features over the pre-trained codebook. Then
if two images are completely different but they are domi-
nant by the same repetitive structure, the BoVW model is
likely to give them a relatively high similarity score. The
same issue can be found in VLAD model, as they are both
pure statistical-based. The second reasons are the represen-
tation of images in the database usually ignores the spa-
tial relations between features. This can be improved by
post-processing methods such as spatial verification with
RANSAC [5] with the penalty on computational complex-
ity. However, post-processing is not always effective be-
cause sometimes the correct images cannot even reach to
spatial verification step.

There are efforts to reduce the negative impact of repeti-
tive structures on retrieval algorithm [10, 11, 22, 19]. Espe-
cially, the author of BoVW [19] proposed to use term fre-
quency – inverted documents frequency (TF-IDF) weight-
ing scheme on the visual words of the codebook, in which
the more frequently visual words are down-weighted. For-
mally, suppose there is a codebook of V visual words, then
each image is represented by a vector:

vd = (t1, t2, . . . , tV )T (1)

of weighted visual word frequencies with components:

ti =
nid

nd
× log

N
Ni

(2)

Where nid is the number of occurrences of visual words
i in image d, nd is the total number of visual words in the
image d, Ni is the number of images containing term i,
and N is the number of the whole database. TF-IDF de-
grades the impact of repetitive patterns with the assump-
tion that they are common and dominated in the whole
database. However, this assumption does not always hold
owing to two factors: (1) repetitive patterns may appear
in many images but not major of the database, and (2)
the features from these patterns are not necessarily identi-
cal. Therefore, [49] and [2] suggested explicitly detecting

Figure 2. Two image of the same building from different per-
spectives; in general retrieval, they are considered similar, but in
visual place recognition, they are false positives

and down-weighting the features from repetitive structures
(that called burstiness features). Recently, [10, 11] intro-
duces a method to learn the good features for visual place
recognition and the model implicitly learns to down weight
the features from the repetitive structures.

All of the prior works are statistical-inspired and aim to
break the domination of burstiness features. On the other
hand, our approach attempts to embed the spatial infor-
mation among features, which includes the burstiness fea-
tures, to the final representation. We later show that our
method and prior methods are complementary and one can
combine both to further improve the efficiency of place
recognition algorithms.

B. Reflection Phenomenon

Reflection phenomenon usually happens when images
contain a large building. In some general image retrieval
tasks, e.g. product retrieval, landmark recognition, and vi-
sual search, etc., the global context information is not an
essential concern. For example, if one queries the visual
search engine with an image of Eiffel tower, then all re-
trieved images should merely contain the tower no matter
the distance or the perspective of these images to the tower.
Similarly, if one wants to search the information of a prod-
uct from an image, he only cares about the product itself
but not the semantic context of the image. However, in vi-
sual place recognition, the ultimate goal is to detect the
location of the query image, therefore, the semantic con-
text information of images does make sense and should be

3
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thoughtfully concerned.

The reflection phenomenon is very unique to visual
place recognition compared to other issues. Similar to the
repetitive phenomenon, it can also be improved with spa-
tial verification with the penalty on computational cost and
processing time. Nevertheless, in spatial verification, we
verify the relation among all features, which is quite not
necessary in this case. Indeed, all we need is a semantic
representation of images to degrade the negative impact of
both repetitive structures and reflection phenomena. In the
next Section, we present yet a simple technique to gener-
ate a semantic representation of an image with multi-scales
ordered VLAD pooling of the image deep local features.

III. METHODOLOGY

A. Pooling Features on the Top of CNN Activations

In recent years, CNN has shown breakthrough perfor-
mance on many computer vision tasks compared to tradi-
tional models. Many research describes CNN as a “brain-
inspired” computing model, however, in computer vision,
CNN yet still follows the conventional pipeline of com-
puter vision and pattern recognition: extracting image fea-
tures and learning the patterns on top of these features. The
underlying idea of CNN compared to the traditional ma-
chine learning approach is: in traditional machine learn-
ing, the features are extracted manually and the classifica-
tion model is learnable, but in CNN, both the features and
the classification model are immensely learnable. There-
fore, the last fully connected layer can be replaced with
other machine learning models to perform tasks other than
image classification or improve the accuracy of the model
[17].

Our paper focuses on Streetview images, where the
human-made constructions and their locations are signif-
icant to recognize the scene. In scene level images, the im-
age usually consists of many objects on a background. The
background occupies a large portion of the image but usu-
ally has a uniform appearance and does not tell us much
about the uniqueness of the image. On the other hand, fore-
ground objects, even engage relatively few pixels in the im-
age, contains far more useful information. In scene-level
images, there is no priority among objects, and the spatial
relations among objects are essential for the semantically
understanding the image. For the visual place recognition
task, we expect the retrieved images should not only con-
tain the same buildings but also have a similar viewpoint
with the query image. To adding the spatial information to
the image, we exploit the ordered-pooling approach, where
the images are orderly compared at multi-scales. We refer
our method as Spatial Pyramid VLAD Pooling (SPVP).

B. Spatial Pyramid VLAD Pooling

Our work also relies on reusing pre-trained CNN fea-
tures as the off-the-shell local features, but instead of pool-
ing them in a trivial manner as previous works, we aim to
develop a more sophisticated aggregating method. At first
glance, one can use BoVW [19] or VLAD [9], which has
been already thoroughly studied and shown sufficient per-
formance with hand-crafted local features. However, these
statistical pooling methods suffer from missing spatial in-
formation of the images. Inspired by the Spatial Pyramid
Pooling Network (SPP-net) [7] and R-MAC [20] which ex-
tracts the image features at a single scale but pool them
over regions of increasing scales, we propose to pool the
CNN activations in VLAD manner at multi-scales. The de-
tail of our framework is shown in Fig. 3.

Our framework is built on top of Deep Local Features
(DELF) [13] with the backbone network is Resnet50 [8]
following by an attentive layer. In DELF, the 2048−D ac-
tivations are taken at the output of the conv4 x block of
Resnet50 [8] and fed to the attentive layer to select se-
mantically meaningful features for place recognition. The
attentive model can be trained implicitly with classifica-
tion loss. The selected features are L2-normalized, and
then their dimension is reduced to 40 with principal com-
ponent analysis, and finally L2-normalized again. We use
both the pre-trained FCN model on the Google Landmark
v2 dataset and the PCA model from the authors1 to ex-
tract the features from the images and from there develop
our representation technique. In our framework, the default
image size is 640 × 640 and the DELF outputs a sparse
640× 640× 40 features map. Our representation has to-
tal of three scales, corresponding to activations of original
640 × 640 image and 320 × 320 and 160 × 160 patches.
Note that we only pass the image through the extractor net-
work once and then build the pyramid on the final activa-
tions.

Next, we need to pool the activations of the image and
its patches to summarize the representation by a single fea-
ture vector of reasonable dimension. For this, we adopt
VLAD [9] instead of mean pooling [16] or max-pooling
[20]. We randomly select 10 million features to build a
codebook of 256 visual words with k-mean, and at each
level, we pool the features of each patch in VLAD man-
ner with respect to the codebook. Each DELF feature is
40−D, results in a 10240−D VLAD vector for each patch,
which is too high. Therefore, we train the PCA on top of all
VLAD vectors to reduce the dimensionality of these vec-
tors to either 256, 512, 1024 or 2048.

Intuitively, one can describe our methods as multi-
patches pooling in the sense that we divide the image into
multiple patches and simultaneously compare image-to-
image and patch-to-patch. This strategy indeed works in
visual place recognition by following justifications: (1) the
patch-to-patch comparison can preserve the spatial rela-
tions among objects in the images and ensure that if two
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Figure 3. The overall framework of our Spatial Pyramid VLAD Pooling approach for visual place recognition; in sort, we pool the
CNN features with VLAD in an ordered manner

images are matched by patch-to-patch comparison, they
are semantically similar; and (2) even if in the database,
there are no image with perfectly view-point that can be
matched with patch-to-patch, the global image-to-image
comparison yet still works and provide us the most similar
images in the database. In other words, our pooling method
always guarantees the best match images are retrieved for
a given query.

Relation to previous studies: Our approach is inspired
by SPP-net [7] and R-MAC [20], nevertheless, these ap-
proaches are not specialized for place recognition and their
pooling operator are trivial (max-pooling). On the other
hand, our pooling method is designed particularly for place
recognition and we pool the CNN features with VLAD.
The most related method to ours is the one of Gong et. al.
[6], which proposes to pool the CNN features with VLAD
at multi-scale in an orderless manner. We show the dif-
ference between ordered and orderless pooling in Figure
3-3. In short, the orderless pooling summarizes the patch-
level VLAD vector while the ordered pooling concatenates
them. Nevertheless, we argue that their work is not applied
well to visual place recognition, because orderless pooling
is good to handle object at different scales but do not pre-
serve the spatial information of the image. The second key
difference is in their work, the representation vector at the
first scale is corresponding to 4096−D CNN activation for
the entire 256×256 image, and the VLAD is only applied
at higher scales of the pyramid. Meanwhile, we use VLAD

Figure 4. Our ordered pooling (Left) vs Gong. et. al. [6] order-
less pooling (Right); even achieving more compact vector size,
ordredless pooling suffers from missing of spatial information

on all scales.

IV. EXPERIMENTS

A. Dataset and Evaluation Metric

After the crawling process, there is a total of 86.885 lo-
cations are captured, results in a total of 695.080 street-
level images with GPS tags. We use these images to cre-
ate the experiment datasets with 263.064 images, covers
40km2 of the city’s urban area. We split those images into
two sets: the database with 259.064 images and the query
set with 4.000 images, equally distributed over 500 loca-
tions in the area. The visualized locations the dataset are
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Figure 5. Locations of the database (blue) and query (red) images
in the dataset; the dataset includes 259.064 database images and
the query set with 4.000 images, distributed over 500 locations in
the area

shown in Figure 4-1 , respectively. In the experiment, we
use GPS as the growth truth location for queries. For each
image in the query set, correct locations of the image are
all street-view points with the distance to the image’s GPS
location less than D meters with D is from 10 to 50.

For each query, we retrieve top-N most similar images
from the database and say that this query is correctly recog-
nized at N if at least one in top-N retrieved images is at the
correct point. Then we calculate the percentage of correctly
recognized queries (Recall@N) as well as the percentage
of correct images in the retrieved result (Precision@N)
with respect to the values of N and methods. Formally, let
Qi : i = (1−M) is the set of queries, R

(Q j)

k : k = (1−K) is

the retrieved result vector of the query Q j with R
(Q j)

k is ei-
ther 1 for correct images or 0 for wrong images. Then with
N ≤ K, the Recall@N is calculated by:

Recall@N =
∑M

i=1(ORN
k=1RQi

k )

M
(3)

and the Precision@N is calculated as:

Recall@N =
∑M

i=1(∑
N
k=1 RQi

k )

M
(4)

B. Quantitative Experiment

We demonstrate our proposed SPVP scheme on our
collected dataset. We also employ popular pooling meth-
ods on top of CNN activations and state-of-the-art end-to-
end learning method to compare with our pooling scheme,
namely max-pooling (MAC) [20], mean (SPoC) and gen-
eralized mean (GeM) [15] pooling, and NetVLAD [1]. We
report the recall and the precision curve of all approaches
in Fig. 6.

On our dataset, SPVP outperforms all previous pool-
ing methods, including the state-of-the-art NetVLAD, by
a large margin. SPVP achieves top-1 recall of 86% and

Figure 6. SPVP vs. STOA – recall and precision vs number of
retrieved images; SPVP outperforms all current state-of-the-art
pooling methods by a large margin; On the last figure, SPVP also
perform reasonably with different error threshold

top-20 of 96%, which is leading over NetVLAD (74% and
90%), SPoC (49% and 79%), and GeM (37% and 68%).
Remarkably, MAC performs extremely poor on our dataset
with top-1 and top-20 recall are both smaller than 1% (that
we do not include it in the charts!). Similarly, SPVP exclu-
sively reaches higher performance than other approaches
in both precision and precision-recall experiment. For ex-
ample, at the 40% precision, GeM, SPoC, and NetVLAD
attain recalls of 40%, 60%, and 85%, while SPVP reaches
95% recall at the same precision. Nevertheless, the im-
provement of our model comes with the cost of mem-
ory: the length of representation vectors in our approach
is 51.200, much higher than SPoC (40), GeM (40), and
NetVLAD (4.096). We believe this drawback can be re-
solved when combining our approach with dimension re-
duction techniques like PCA.

In the previous experiments, we set the distance error
threshold D=25m. However, in practice, this value can vary
depending on the application. Therefore, we examine our
method with different distance thresholds from 10m to 50m
and step size of 10m, and report the recall value at each dis-
tance threshold in Fig. 6. The result indicates that the re-
call is significantly reduced with D= 10m with the value at
top-1 and top-20 is 60% and 75%. Nevertheless, we argue
that this is normal because of two reasons: (1) we collect
the database with a 10m×10m grid, therefore D = 10m is
smaller than the resolution of the database; and (2) even
the GPS (which we use as the growth truth in our experi-
ment) itself has error of 10m - 15m. When D > 10m, our

6
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Figure 7. Visual failure cases of NetVLAD [1] due to missing of semantical information of the baseline model; the green bound denotes
the correct image and red bound denotes the wrong image; in the above query, the model suffers from the “reflection effects”, and in
the below query, the model suffers from the repetitive structures

Figure 8. SPVP can overcome the repetitive structures as well as provide more semantic representation of images with most of retrieved
images are at the correct locations; moreover, even SPVP is designed in mind to deal with the repetitive patterns and spatial information
loss, it still performs well on ordinary queries

approach consistently produces good performance with re-
call values from 85% to 95%.

C. Qualitative Experiment

When we did experiment on some specific queries, we
demonstrate that SPVP can overcome the repetitive struc-
tures as well as provide more semantic representation of
images. Figure Fig. 7 shows the queries and its top-4 re-
trieval result with NetVLAD from the database with the
green bound denotes the correct image and red bound de-
notes the wrong image. On the same queries, as shown in
Fig. 8, SPVP does not suffer from repetitive structures as
well as the view-point changes and most of the retrieved
images are at correct locations

Figure 9. Statistic of recognition result and heatmap of the queries
86% of queries are successfully recognized at top-1 and 4% are
totally failed under top-20; both good queries and failed queries
are equally likely over the whole map without any bias

D. Statiscal Analysis of the Dataset

Finally, we report the statistical of the experiment on the
dataset and show the result in Fig. 9. Among 4000 queries,
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3447 queries (86%) are successful recognized at top-1, 272
queries (6.8%) at top-5, 47 queries (1.1%) top-10, and 48
queries (1.1%) at top-20. The remaining 159 queries (4%)
are totally failed under top-20. We show the heat-map of
the queries in Fig. 9 with the color of green indicates good
recognition performance queries (successful recognized at
top-1) and red for failed queries. We can observe that the
distribution of both good queries and failed queries are
equally over the whole map. Therefore, we conclude that
our large scale dataset is fair enough to be utilized in other
experiments out of this thesis.

V. CONCLUSION AND DISCUSSION

A. Concluding Remark

In this thesis, we present a fully-automated system for
place recognition at the city-scale based on content-based
image retrieval. Our contributions for the community lie in
three aspects: (1) we take a comprehensive analysis of vi-
sual place recognition and sketch out the unique challenges
of the task; (2) we propose yet a simple pooling approach
on top of CNN features to embed the spatial information
into the image representation vector; and (3) we introduce
new datasets for place recognition, which are particularly
essential for application-based research.

B. Discussion

1) Visual place recognition in reality: Visual place
recognition has many potential applications in a wide
range of services. In robotics, visual simultaneous local-
ization and mapping (SLAM) have become an emerging
field of research in recent years. SLAM is the task of con-
structing and updating the map of an environment while si-
multaneously maintaining the location of the agent within
it. Visual SLAM does the task by using visual informa-
tion only, therefore, techniques of visual place recogni-
tion can be easily adopted in visual SLAM. On the other
hand, visual place recognition has been utilized in com-
mercial photo collection services. Google Photos is the
cloud-based service that allows users storing and organiz-
ing their photos on the cloud. In Google Photos, the loca-
tion of the image can be either the GPS or predicted based
on its visual appearance when GPS is not available. In the
future, we believe that visual place recognition can be use-
ful in many other emerging platforms such as smart city
and smart building (indoor localization).

2) Deep learning and image retrieval: Deep learning
and image retrieval: In Section ii., we have shown that deep
learning is radically changing the general framework of
image retrieval, nevertheless, how much should deep learn-
ing be adopted in the framework, is somewhat an interest-
ing question. In [1], the authors state that “the core behind
the idea that makes the success of deep learning is end-to-
end learning”, and suggest that the general framework can

be replaced with single-pass deep learning models. How-
ever, in terms of representation learning, the representation
from single-pass models is not general and coupled to one
category of image retrieval. On the other hand, in the tra-
ditional framework, we learn the general image represen-
tation first and deploy the task-specific models on top of
this representation, therefore, we can exploit more sophis-
ticated techniques tailored with the task to improve the re-
trieval performance, e.g. spatial information embedding or
exploiting the side features. Another major disadvantage
of the single-pass models is they require complex training
datasets with strong supervision.

3) Legacy of the datasets: In this thesis, we build our
dataset with Google Streetview Imagery, following pio-
neers at [22, 1, 18]. However, the newest Google Maps
Platform Terms of Service states that

“...the customer will not extract, export, or oth-
erwise scrape Google Maps Content for use out-
side the Services. For example, Customer will
not: (i) pre-fetch, index, store, reshare, or rehost
Google Maps Content outside the services; (ii)
bulk download Google Maps tiles, Street View
images, geocodes, directions, distance matrix re-
sults, roads information, place information, ele-
vation values, and time zone details; (iii) copy
and save business names, addresses, or user re-
views; or (iv) use Google Maps Content with
text-to-speech services”

Therefore, even we do not use the Google Map API, our
datasets may still violate the Googe Terms of Uses. Never-
theless, there are open map platforms that support building
the Streetview database and therefore, can be utilized in
the future for constructing datasets for place recognition.
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(a). sample image (b). point (c). extreme points

(d). polygon (e). scribble (f). natural language

Fig. 1. Different types of user interactions that specify the same object of interest: (a) sample image where the target object is highlighted
in the yellow mask; (b) user annotations denoting foreground and background are painted in red and blue point, respectively; (c) extreme
points (the left-, top-, right- and bottom-most pixels) of the target object are marked with blue, red, green and orange color, respectively;
(d) the target object is wrapped with polygon composed with sky blue dots; (e) the object of interest is specified by scribble; and (f) the
target object is described using natural language.

Abstract

Interactive image segmentation is the task of ex-
tracting the object of interest accurately. The tar-
get object can be specified by various user inter-
actions. As a result of the recent success of deep
learning in computer vision, deep learning based
models have been introduced to the field of in-
teractive image segmentation. Such models out-
perform the traditional method that mainly uses
hand-crafted features. In this survey, we briefly
introduce the recent literature of the interactive
image segmentation using deep learning tech-
niques. We group them based on different types
of user interactions as well: point based, extreme
points based, polygon based, scribble based and
natural language based interaction.

∗These authors contributed equally.

Keywords— Interactive Image Segmentation, Com-
puter Vision, Deep Learning, Image Segmentation

I. INTRODUCTION

Convolutional neural networks(CNNs) pan out the im-
age classification task with learning 1.2 million images
in the ImageNet which is a dataset of 15 million labeled
high-resolution images [16]. Since then, the CNNs have
been applied to several computer vision tasks (e.g., ob-
ject detection, semantic segmentation, instance segmen-
tation), and have achieved remarkable accuracy in these
tasks [30, 14, 9]. Among these, the semantic segmentation,
which is a sub-task of the image segmentation, is the pro-
cess of partitioning all image pixels into sets of pixels with
the same meaning. This semantic segmentation plays an
important role in the fields where the visual understand-
ing should be required, such as 1) medical image analy-
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sis for diagnosis [11], 2) urban-scene understanding in au-
tonomous driving [10].

Image segmentation is formulated as a pixel-wise clas-
sification. Not only does this make the image segmenta-
tion more challenging than the image classification, but
supervised settings in this task burden the human by let-
ting them annotate all pixels in images. According to Mi-
crosoft COCO [6], a dataset for object recognition, they
annotate all images in three steps which are category la-
beling, instance spotting, and instance segmentation. The
3-steps annotation pipeline takes about 20k, 10k, and 55k
worker hours respectively for annotating 2.5 million in-
stances. Although such large datasets(MS COCO [6], PAS-
CAL VOC [12], Cityscape dataset [10], BSDS [26], etc.)
for the image segmentation are released, it is difficult to use
them directly as a training dataset because of limited types
of object and context. Thus, the need for novel methods is
even larger for facilitating more rapid annotation.

Interactive image segmentation has been spotlighted as
a resolver of this issue. The interactive image segmenta-
tion instead focuses on extracting the object of interest ac-
curately with minimal user effort [31]. Thus, the model
for this helps the annotator to get satisfying image labels
within the few clicks by the following steps: 1) the model
gets user interaction in the form of bounding boxes or pos-
itive and negative scribbles; 2) then the initial prediction is
returned to the user based on the input image and the user
interactions; 3) the users refine the given prediction itera-
tively by adding the guidance until they get the satisfying
prediction.

Even before the deep neural networks(DNNs) based ap-
proach appears, massive traditional methods tackled this
problem by using the hand-crafted features such as a color
distribution [31], edge information [27] and texture [7].
Specifically, the interactive image segmentation problem
can be formulated by the graph optimization called In-
teractive Graph Cuts [5], and be solved by min-cut/max-
flow algorithm [4]. This leads to Graph optimization based
approaches being more popular such as graph cut [4]
and random walk [13] utilized strokes [5, 37], bounding
boxes [31, 36, 17], or boundaries [27]. However, these
methods are limited in that they take mainly low-level fea-
tures, so require substantial number of user interactions to
earn good representation of foreground/background [41].

Xu et al. [41] first suggested DNNs based interactive
instance-level segmentation model that performs superior
to graph based models. They trained Fully Convolutional
Networks [23] (FCNs) to segment an object relying on
positive and negative clicks provided by user interactions,
which are encoded by Euclidean distance transformation.

Our survey includes the necessary settings for training
the behavior to extract objects in response to the user’s in-
teraction in the DNNs based approach. We also cover the
most recently published literatures until 2020, and group
these literatures into the following several categories (e.g.,
point, extreme points, polygon, scribble, and natural lan-

guage) by the types of user interactions, illustrated in Fig.
1. The characteristics of classified literature are reported
together briefly.

II. SIMULATING AND TRANSFORMING USER
INTERACTIONS

In this section, we provide necessary settings which
are needed to train user interactive model. Dissimilar to
the general segmentation network, the interactive segmen-
tation model focuses on extracting the object of interest
based on the user’s interaction. Thus, in addition to the
segmentation network, additional components are needed
to make the network aware of user interactions. For this
purpose, Xu et al. [41] proposes a method of sampling
clicks and representing them as input features which are
forwarded to the network with the input image. Although
each of them has slight difference according to its specific
interaction way, these two components are widely used in
the recent DNNs based approach [19, 18, 21, 15, 34].

A. Simulating user interactions

It is very expensive to collect human interactions for
training from real users. Thus, the clicks have to be sim-
ulated in the way of mimicking real users. The general set-
ting of user interactions simulation is addressed in [41].
Positive clicks indicate foreground objects and negative
clicks indicate background. According to [41], the num-
ber of positive and negative clicks are randomly selected
in [1, Npos] and [0, Nneg] respectively where Npos and Nneg
are the maximum integer number of positive and negative
clicks and they are given as hyperparameters. The candi-
dates of positive and negative clicks are determined by
the ground-truth mask. Let npos and nneg denote selected
number of positive and negative clicks and P1,P2,N1, and
N2 denote the number of pixels that are given as hyper-
paramters for conditioning the candidates. The npos posi-
tive clicks are sampled from its candidates which are de-
fined by two conditions; 1) pixels at P1 pixels away from
the ground-truth foreground object boundaries and 2) pix-
els that are P2 pixels away from other pixels which are pre-
viously clicked as positive. The nneg negative clicks are
randomly sampled from its candidates which is defined
within the ground-truth background. 1) Pixels away from
the foreground object by N1 pixels and 2) pixels that are
N2 pixels away from previously clicked as negative pixels
are considered as ground-truth background. This general
setting is widely used in the interactive segmentation mod-
els [42, 21, 34, 24]. Each of them has slight differences
according to its specific model design.

B. Click representation

Similar to the click simulation, there are a couple of
common ways of click representation called interaction
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map. Xu et al. [41] suggested transforming user interac-
tions into Euclidean distance maps. Each pixel value in the
Euclidean distance map is the distance between that pixel
location and the location of the closest click. Two separate
Euclidean distance maps are generated from positive and
negative clicks respectively. they are concatenated with the
input image and form a network input. Another approach
of click representation is addressed in DEXTR [25]. From
each positive and negative clicks, two separate heatmaps
are generated by centering 2D Gaussian around each click.
Similar to the previous approach [41], the heatmaps are
concatenated with the input image.

III. INTERACTIVE IMAGE SEGMENTATION
BASED ON DEEP LEARNING

As illustrated in Fig. 1, interactive image segmentation
can be performed with various interaction ways from the
user, and the segmentation model varies depending on the
interaction way. We group recent literature into the follow-
ing several categories by the type of user interaction: A.
point based interaction, B. extreme points based interac-
tion, C. polygon based interaction, D. scribble based inter-
action and E. natural language based interaction. We intro-
duce each interaction method and briefly report the models
corresponding to that method.

A. Point based interaction

Point based interactive segmentation models predict the
mask of interested objects by taking clicks or from the user.
that models can also receive scratch as a input, in that the
scratch is defined by a set of points. In the case of Xu et
al. [41], a user provides initial positive or negative clicks
or scribble with the input image. Then the user gets an ini-
tial prediction and add new clicks iteratively for refinement
until a satisfactory result is returned.

Xu et al. [41] first proposed an interactive segmenta-
tion algorithm based on DNNs, where clicks on foreground
and background are received as an input of the model.
The clicks are converted to a minimum euclidean distance
map where each pixel means the euclidean distance from
the closest user click. Then, the input image and trans-
formed user interactions are concatenated and passed to
the network as input. Liew et al. [19] proposed a RIS-Net
which expands the field-of-view of the given user inter-
action by combining local regional information near the
clicks with the multiscale global context. Similar to pre-
dicting the global context first in [19], Wang et al. [39]
use one CNN to obtain the initial segmentation. Taking the
user interactions and initial segmentation, another CNN is
used to obtain more refined results. Lin et al. [21] expanded
the existing network by attaching a first click attention net-
work while emphasizing the importance of the first click.
Jang and Kim [15] proposed a novel scheme named Back-
propagating Refinement Scheme(BRS). The BRS edit the

interaction map with backpropagation to avoid the user-
annotated location from being labeled incorrectly. Most
recently, Sofiiuk et al. [34] reduce computational costs re-
quired by BRS, introducing an auxiliary variables added in
the middle of the networks.

B. Extreme points based interaction

In these methods, a model predicts the instance mask of
the object from four extreme points given by users. Ex-
treme points [29] are the left-most, right-most, top, and
bottom pixels of the target object. Several interactive seg-
mentation methods require users to draw the bounding box.
However, drawing bounding boxes is cognitively demand-
ing tasks that take 25.5 seconds [35]. Otherwise, this ex-
treme clicking protocol only takes 7s seconds per instance.

Maninis and Caelles first propose an extreme points-
based annotation tool called DEXTR [25]. They first
crop the input by the bounding box inferred from ex-
treme points, generate a heatmap by centering 2D Gaus-
sian around each of four points, and concatenate it to the
cropped input image. Instead of predicting instance masks
of objects in an input image one by one, Agustsson et
al. [2] propose a method that predicts the segmentation
of masks of all objects at a time using Mask-RCNN [14].
They remove Region Proposal Network (RPN) [30] and
directly obtain Region-of-Interest (ROI) from extreme
points. Wang et al. [40] combine the extreme points-based
method and level set optimization. They also allow users
to refine the predicted masks using a motion vector, which
is produced when the annotator drags incorrect points.

C. Polygon based interaction

Some other works [1, 22, 8] extend the traditional
polygon-based annotation tools [33], which have been uti-
lized to generate the ground-truth label of several public
benchmark dataset [28, 20]. Polygon-RNN [8] is a semi-
automatic annotation tool that predicts the polygon of the
target object. Given the bounding box provided by the
user, the model sequentially produces the vertices of the
polygon using a Recurrent Neural Network. This tool al-
lows users to correct initial predictions by moving the
wrong vertices. While the traditional polygon-based an-
notation tools require 30 to 40 clicks to annotate an ob-
ject, Polygon-RNN reduced the number of interactions by
the factor of 4.7. Polygon-RNN++ [1] improves the pro-
posed model by using reinforcement learning and increas-
ing the output resolution of the predicted polygon. Ling
et al. [22] propose Curve-GCN that utilizes graph convolu-
tional networks and show superior performances than other
polygon-based methods.

D. Scribble based interaction

User interactions can also be given by scribbles. In [38],
the model takes two types of guidance from users. First,
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a user provides a bounding box then the initial segmen-
tation is obtained. After that, the user may provide addi-
tional guidance with scribbles for the foreground and back-
ground. With (supervised) or without (unsupervised) user-
given scribbles, the model is fine-tuned to the given im-
age. They use a weighted loss function with higher weights
on user-provided scribbles. For efficient annotation, An-
driluka et al. [3] proposed an annotation interface called
Mask Paint which combines the strength of traditional
polygon drawing and free-form drawing tools. In Magic
Paint [3], which is a Mask Paint with an automatic prop-
agation assistant, users are allowed to mark the interior of
the foreground object or the background instead of focus-
ing on boundaries. The label of user-given scribbles is au-
tomatically propagated through the full image by comput-
ing global pixel similarity between labeled and unlabeled
pixels.

E. Natural Language based interaction

Natural language can also be an approach to user guid-
ance for refinement. Rupprecht et al. [32] allow users to
give feedback in the form of natural language to fixed CNN
at test time. User-given feedback is called as guide and the
CNN is guided through a guiding block. The guiding block
is trained to control the strength of activations per channel
so that it can pay attention to the objects mentioned in the
guide. The text guide is simulated by comparing the ini-
tial prediction and the ground truth mask. From the differ-
ence between them, the text guide which consists of class
and location information is generated. Extracting impor-
tant features from the given sentence through RNN, the
inference network makes more accurate predictions.

IV. CONCLUSION

We have surveyed recent deep learning based interac-
tive segmentation models. First, we gave a brief outline of
the interactive segmentation. In section 2, stating the differ-
ence between the general segmentation and the interactive
segmentation, we discussed common ways of simulating
and transforming user interactions. Finally, we categorized
deep learning based interactive segmentation models by
the types of user interactions; point based, extreme points
based, polygon based, scribble based, and natural language
based interaction.
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Abstract

Understanding the relationships between objects
in an image is an important problem in vi-
sual recognition. While such spatial relation-
ships have been exploited for various vision
tasks such as visual question answering, they
have not been leveraged much for cross-modal
retrieval. In this paper, we tackle the problem
of cross-modal retrieval that considers the spa-
tial relationships between visual objects. To this
end, we propose a CNN architecture which we
refer to as Object Phase Module (OPM), which
encodes relative locations of objects in a given
image. To validate the efficacy of our method,
we compiled a novel dataset, R-CLEVR, whose
captions describe spatial relationships between
objects, on which our model significantly out-
performs existing cross-modal retrieval methods.
Further experimental study on MS-COCO shows
that such focus on spatial relationships could be
useful on datasets with relatively small number
of spatial relationships as well.∗

Keywords— Cross-Modal Retrieval, Visual-Semantic
Embedding

I. INTRODUCTION

Various computer vision tasks such as image retrieval,
text-to-image synthesis, and visual question answering
(VQA) [1, 5, 25] requires reasoning over multi-modal in-
formation from both images and texts. While recent ad-
vances in deep convolutional networks and text encoding
methods have made it possible to learn to accurately repre-
sent the visual and textual inputs separately, the main bot-
tleneck in multi-modal learning with images and texts, is
on learning a semantic space [21] that jointly embeds them
to accurately describe the relationships between visual and
textual data. Obtaining a good semantic space is essential

∗These authors contributed equally to this work.

(a) Cross-modal retrieval

Query caption: A girl is on the right side of the Eiffel Tower.

(b) Image retrieval with spatial relationships
Fig. 1. (a) Cross-modal retrieval task requires to find the best
matching instance from the other domain, given an instance from
either the image or text domain. (b) For certain Cross-modal re-
trieval tasks, we need to understand the spatial relationships be-
tween objects for accurate retrieval.

in solving practical cross-modal tasks such as visual local-
ization of phrases [4, 36] where we need to localize objects
without object-level annotations.

Since each image is not a simple set of objects but rather
can be considered as a graph of objects interconnected by
relationships [24], it is essential to ensure that the learned
semantic embedding space capture such semantic relation-
ships between visual entities. Recent work [13, 14, 35,
36, 38] has proposed to learn such semantic-visual embed-
dings by learning a two-path network where each path en-
codes visual and textual data respectively. However, to the
best of our knowledge, no work has considered the rela-
tions among the objects when encoding an image in such
a two-path network for learning a semantic-visual embed-
ding space. For instance, if the image contains two objects
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Fig. 2. Comparison of RN and OPM (Ours) architecture.

of the same type in two different locations, the network
will struggle to recognize how they are related and simply
understand that there exist two objects of the same type
somewhere in an image as shown in Figure 1. This is an
important problem since many real-world scenarios such
as grasping and navigation where the environment con-
tains multiple objects of the same class, it may not be al-
ways possible to differentiate the objects or scenes solely
by their properties, and we may need to consider their re-
lations as well [3, 18, 28].

Our goal is to entail spatial relationships among objects
in a joint embedding space. Relation Network(RN) [27]
tackles this problem by learning representations that con-
sider pairwise relationships between spatial features, and
achieve impressive performance on the VQA datasets that
requires to do demanding relational reasoning. The RN ba-
sically learns a network that focus on the common proper-
ties for relational reasoning given two pairs of features cor-
responding to different spatial locations which may corre-
spond to objects, such as their relative spatial location (See
Figure 2). However, this pairwise relational encoding has
limited scalability since it requires to generate O(N2) fea-
ture maps, where N is the number of spatial bins, and thus
cannot be used with even moderately large visual encoder
network (e.g. VGG-19). To overcome this limitation, in-
stead of performing pairwise encoding, we propose to en-
code each spatial feature using all other features combined
into a single set vector. This reduces the complexity of the
feature map to O(N), enabling it to be coupled with large
encoders (e.g. ResNet). We refer to this set-wise encod-
ing as Object Phase Module (OPM). We validate OPM to
cross-modal retrieval and phase grounding tasks. For ac-
curate cross-modal retrieval, relational reasoning of spa-
tial relationships between object is important but has been
relatively neglected in previous work. One reason for this
is because for existing datasets, relational spatial reason-
ing is not crucial for accurate retrieval and genral seman-
tics plays a major role in defining the image-text relation-
ships, or only describe absolute location of objects (e.g.
”zebra in the left”). Thus, to better validate the spatial rea-
soning ability for cross-modal retrieval, we compile a new

dataset, Retrieval-CLEVR (R-CLEVR), that requires to
understand the spatial relationships between objects for ac-
curate cross-modal retrieval. R-CLEVR consists of 93,000
images, each of which has three sentences describing rela-
tive locations of objects (See Figure 4), and come in three
subsets categorized by the difficulty in spatial reasoning.
On this R-CLEVR dataset, Our end-to-end network ar-
chitecture for cross-modal retrieval with OPM achieved
significantly higher accuracy over state-of-the-art baseline
methods. Further validation of our model shows that our
model obtains good performance on a general domain as
well, in which the relationships are less concerned. Specif-
ically, our model achieves state-of-the-art and second-best
performance on the image-to-text and text-to-image re-
trieval respectively. Finally, we validate our model on the
phrase grounding task [13, 26], whose results demonstrate
our model’s effectiveness over state-of-the-art methods.

In summary, our contribution is threefold:

• We present Object Phase Module (OPM), that effi-
ciently encodes the spatial relationships among ob-
jects, with set-wise encoding of spatial relationships
for learning visual-semantic embeddings.

• We present a new dataset, R-CLEVR, that contains
visual objects and textual descriptions that describe
spatial relationships among them, that can be utilized
for cross-modal retrieval and phase grounding task.

• We validate the effectiveness of our model by compar-
ing its performance with state-of-the-art methods for
cross-modal retrieval on R-CLEVR and MS-COCO,
and phrase grounding tasks on R-CLEVR, on which
it largely outperforms existing approaches.

II. RELATED WORK

Visual-semantic embedding Learning joint-embedding
space for visual and textual modalities is an extensively
studied topic, due to its applicability to various tasks that
requires multi-modal reasoning such as cross-modal re-
trieval and visual question answering. Recent deep learn-
ing based approaches [12, 13, 14, 17, 20, 33, 34, 35] have
shown that learning of visual-semantic embedding can be
done via a two-path network architecture [34], with seprate
paths for image and text encoder that are conjoined at
the upper layer, where upper layers learn common metric
space that maps the visual instances with their correspond-
ing semantic label embeddings. The image encoder is com-
monly implemented as convolutional neural networks such
as ResNet [15] or VGG [29]. The text encoder is often im-
plemented as a recurrent neural network (RNN), such as
LSTM [16], GRU [7] and SRU [32], which receives the
word embeddings generated from Word2Vec [23] as input.
Recent work [13, 14, 35] use hard negative mining along
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Fig. 3. Proposed architecture for learning semantic-visual embedding with Object Phase Module (OPM). Top box with dashed lines
describes the object phase module and bottom part shows the overall structure for our semantic-visual embedding.

with contrastive loss, which successfully improved the per-
formance of cross-modal retrieval tasks. Engilberge . [13]
adopt selective spatial pooling [11, 10] originally proposed
for weakly-supervised object localization to enhance vi-
sual feature extraction. DAN [17] propose to use an atten-
tion module to focus on the relevant part of the features
from the different modalities. A few work have tried to im-
prove on the textual encoding as well, such as CHAIN-
VSE [35] which propose a convolution network-based text
encoder using a variation of the inception module [31].

Learning spatial relation Several studies [8, 28, 38] have
proposed to learn spatial relations among objects. Learn-
ing of spatial relationships is important for many tasks,
such as phase grounding whose objective is to localize the
corresponding regions or objects given texts that describe
the relationships between the objects. However, the pre-
vious studies assume a supervised setting where the im-
age is given with ground-truth bounding boxes with corre-
sponding phrases which may be unavailable for real-world
datasets. Moreover, none of the aforementioned work has
considered how to entail spatial relationships of objects in
an image in the image encoder. Recently, Adam et al. [27]
proposed to capture relations among objects, using a spe-
cific module that encodes pair-wise relationships between
all pairs of objects in a given image. Specifically, the model
pairs visual feature for each object with the feature for an-
other object, and use it to an input to an MLP that learns the
correct relationship between the two. Using this relational
module, RN tackles visual question answering (VQA) [1]
that requires to reason the relationships between objects,
by encoding the visual-relational features conditioned on
the text embedding of the question, and achieves super-
human performances on their own dataset. However, RN
is limited in that it uses pairwise encoding, which quadrat-
ically increases with the increase in feature dimensions,
and is not applicable to applications that require high-
dimensional representations. Contrarily, our object phase
module considers the relation of all other features to the

target feature, and thus has much lower complexity and
better captures the target-specific relationships.

Localization of phrases with embedding Recently, build-
ing on the line of visual-semantic embedding research,
several work [4, 11, 13, 36] adopt weekly-supervised ap-
proaches to localize entities corresponding to the descrip-
tions of phrases in the form of attention masks without
strong supervision (e.g. bounding boxes). To extract fea-
tures that capture spatial information, these previous work
uses selective spatial pooling [11, 10]. However, the spatial
pooling methods are suboptimal since they do not directly
preserve spatial visual correspondence between objects. In
contrast to such previous approaches, we have designed a
module that directly learns relative phases of the objects by
explicitly learning the semantic correspondence between
text descriptions and visual features. We relocate the fea-
tures relatively to global features, and group them such that
we can concretely infer the relationships between objects,
rather than predicting them from visual attributes as done
in previous work, which does not truly learn the relations
among objects.

III. APPROACH

In this section, we describe our model for cross-modal
retrieval. Our model has four main components: 1) base
feature extractor, 2) Object Phase Module (OPM), 3) text
encoder and 4) triplet ranking loss. The proposed network
follows the architecture of the two-branch network [34]
that consists of a visual encoder and a text encoder in two
separate branches merged into one. The distinctive com-
ponent of our cross-modal retrieval model that differenti-
ate it from the existing model, is OPM, which is a vari-
ant of the Relation Network (RN) that captures spatial re-
lationships between objects. In particular, OPM captures
the relative coordinates of objects and use the object phase
group which denotes a conditional vector given global fea-
ture space to induce a relation of each feature with global
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ones. Figure 3 illustrates the overview of our model.

A. Visual feature extractor

To extract visual features that preserve the spatial in-
formation of objects in the given image, we use a all-
convolutional version of ResNet-152 [15] pretrained with
ImageNet [9] as a base image encoder F, from which we
removed all full-connected layers and global average pool-
ing. Let an image I ∈ (0,255)W×H×3 as an input, where
W,H are the width and height of the image. Then, the
base image encoder produces a 3D visual feature map
F(I) ∈ Rh×w×D1 , where w = W

32 , h = H
32 , and D1 is the di-

mension with the size 2048.

B. Object phase module

In this subsection, we introduce our main contribution,
Object Phase Module (OPM), which reconstructs a 3D fea-
ture map F(I) that explicitly captures the spatial relation-
ships among visual features. The model has two distinctive
features: relative coordinates and intertwined group fea-
tures.

Relative coordinates If the network is given the lo-
cations of objects via bounding boxes or coordinates, it
will be straightforward to capture spatial relationships
among objects. However, for cross-modal retrieval, of-
ten the only available information about the objects’ lo-
cations are image-level text descriptions. To tackle this
challenge, we use normalized coordinates of each feature
fi=1,...,N=w×h in the 3D feature map F(I) to memorize the
positions of objects and infer their spatial phases. Let the
coordinate (xi,yi) represents the spatial position of the each
feature fi. Then, we normalize (xi,yi) to the value ranging
from −1 to 1 and concatenate this normalized coordinates
at the end of the feature fi, to yield a D1 + 2-dimensional
features. Through our ablation study in Table 3, we found
that this simple technique significantly enhances the cross-
modal retrieval performance.

Object phase groups In order to encode relative coordi-
nates of other objects with respect to the target object, we
create a group Gi that corresponds to each feature fi. In
the group Gi, we generate all possible pairs of the cen-
tral feature fi and other features (including itself), f j for
j = 1, ...,N, by concatenating them with their coordinates.
Thus, each group Gi consist of N pairs,

Gi(F(I)) = {pi,1, pi,2, . . . , pi,N} (1)

where pi, j = ( fi⊕xi⊕ yi⊕ f j ⊕x j ⊕y j), ⊕ is a concatena-
tion of the two features and their coordinates.

To reflect the relations of visual features evenly to each
central feature, we apply an element-wise sum on the each
group, which yields a 2 × (D1 + 2) dimensional vector.
Then, each vector is passed to the projection layer Pθ with
learnable parameters θ that shares the weights as shown in

Module # of input features # of FLOPs ×108

RN [27] O(N2) 234.4
Ours O(N) 4.9

Table 1. Comparison of the number of features inserted into the
projection layer and FLOPs.

Figure 3. This will generate a feature map whose dimen-
sionality is w×h×D2, where D2 = 2400 is the number of
outputs from the projection layer. We feed the output to the
max pooling by generating the final joint embedding vec-
tor. We relocate the functional form of each fi as Gi denot-
ing a conditional vector given the global feature space, and
it is essential for Pθ to induce a relation of each feature with
global ones. Then, Pθ followed by max pooling is forced to
be trained to maximize its response over the relevant image
regions. Throughout the cross-modal retrieval experiments
in Section B., we demonstrate that the network can learn
spatial relationships between the objects.

RN and OPM Relation Network (RN) [27] is a module
that constrains functional form of the network by inter-
twining all object features with their relative coordinates.
This architecture is shown to be effective on the VQA task
which requires relational reasoning, but it is difficult to ap-
ply RN directly to the semantic-visual embedding tasks.
This is because RN concatenates a text embedding as a
condition to the image encoder, to obtain a single vector
that encodes features with respect to the given question.
This yields significant bias to the text when learning the
joint embedding for texts and images.

In addition, the original feature extractor used in RN
is a four layer vanilla network, which outputs less than
100-dimension vectors. This design allows the network
to consider the potential relations between all objects,
which results in N2 pairs. In general, however, the net-
works used for semantic-visual embeddings are often large
(VGG, ResNet), which is required to extract richer visual
features, resulting in high-dimensional features (orders of
thousands). When this high-dimensional feature is fed to
a projection layer of O(N2) complexity, this will require
excessive amount of floating point operations (FLOPs) as
shown in Table 1.

Even if obtaining N2 relational pairs could provide one-
to-one relationships between objects, we have found that
grouping the features in relation to the target ones in the
global feature space is significantly more efficient (Ta-
ble 2), as it reduces the number of input features to the
projection layer by O(N). Moreover, this set-wise encod-
ing technique enables scalable visual-semantic embedding
task, which yields each state-of-the-art and second-best
performance for MS-COCO in Table 4. Note that MS-
COCO is less concerned about the relationships of ob-
jects, as it is designed as general benchmark for high-level
semantic-visual recognition tasks.
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Easy [no duplicate]
A yellow cube in front of the green shiny ball.
A green ball in front of the small yellow rubber cube.
A cylinder at the left back of the small green shiny
sphere.

Middle [two duplicate]
A red shiny ball is left to the brown shiny sphere.
A big red sphere is in front of the small brown ball.
A small brown sphere right to the large red shiny
sphere.

Hard [three duplicate]
A blue cube is left behind of the small shiny rectangle.
A blue rectangle is left behind of the small blue cube.
A blue shiny cube is left front of the small blue shiny
cube.

Fig. 4. Three types of R-CLEVR Dataset. An image involves three to four objects including duplicate objects. The text listed under
each difficulty is the description of the first image of each difficulty.

C. Textual encoding

Given any natural language text S that describes the spa-
tial relation of various objects in the image, our text en-
coder T converts it into a vector representation. For ex-
ample, S can be expressed in forms of a phrase or sen-
tence such as ‘a gray rubber cube on the left front of the
green metal cylinder’ and ‘a yellow rubber cylinder is in
front of the cyan block’. We tokenize such texts into to-
kens {s1,s2, ...,sNT } with the number of tokens NT . Each
token snT is mapped to the index inT according to the dic-
tionary and a recurrent unit take the index set {i1, i2, ...iNT }
as an input. We adopt the recurrent unit structure [13] to
embed the text in a continuous, joint space. The structure
consists of simple recurrent units (SRU) [32] and L2 nor-
malization. The text encoder produces the text embedding
vector T (S) ∈ RD2 with dimension D2=2400 in the joint
metric space.

D. Triplet ranking loss with hard negatives

Following the previous work [20, 21, 30], we use con-
trastive triplet ranking loss. Since VSE++ [14] shows that
incorporating hard negatives can significantly enhance the
retrieval performance, we follow the same strategy. Let
B={(In,Sn)}NB

n=1 be a batch training set with NB (image,
text) pairs and vn be the embedding of image In from the
image encoder and wn be the embedding of text Sn from
the text encoder.

We then use the contrastive triplet ranking loss with
hard negatives defined as:

L =
1

NB

NB

∑
n=1

(
max

m∈NB,m�=n
Lcont(vn,wn,wm)

+ max
m∈NB,m�=n

Lcont(wn,vn,vm)
) (2)

where

Lcont(q, p,n) = max(0,α − cos(q, p)+ cos(q,n)). (3)

where α is the margin, q is the query, p is a positive in-
stance, n is a negative instance and cos(a,b) is the cosine
similarity. The contrastive triplet ranking loss encourages
to learn that positive (image, text) embedding pairs to be
closer at least margin m apart than negative (image, text)
embedding pairs in a joint metric space.

IV. EXPERIMENTS

We validate our cross-modal retrieval model on
two datasets, R-CLEVR and MS-COCO and weekly-
supervised visual grounding of phrases on R-CELVR. R-
CLEVR is a novel dataset we have compiled to evaluate
spatial relational reasoning for cross-modal retrieval, since
existing datasets such as MS-COCO contain few instances
that require spatial reasoning, as they mostly focus on high-
level semantics.

A. Datasets

R-CLEVR In order to analyze and demonstrate our model,
we design a dataset for cross-modal retrieval that requires
to reason spatial relationships between objects, which
we name as Relational-CLEVR (R-CLEVR). We mod-
ify image and sentence generation codes provided from
CLEVR [19]. R-CLEVR is composed of 93,000 images
where 90,000 images are used for training and 3,000 im-
ages are reserved for validation. Each image is annotated
by three captions which describes two different objects
with their spatial relationships and the image in the valida-
tion set has additional three phrases for phrase grounding
tasks. We divide the dataset into three subsets, to vary the
difficulty of spatial reasoning by including different num-
ber of the same objects that share one of the four proper-
ties: shape, color, material, and size as shown in Figure 4.

MS-COCO MS-COCO dataset [22] consists of a total of
123,287 images each of which comes with five annotations

5
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Easy Caption Retrieval Image Retrieval
Model R@1 R@5 R@10 Med Mean R@1 R@5 R@10 Med Mean

CHAIN-VSE [35] 85.8 97.7 99.1 1.0 1.4 82.5 98.1 99.5 1.0 1.4
VSE++ [14] 92.8 99.2 99.8 1.0 1.2 91.0 99.6 100.0 1.0 1.1
Engilberge [13] 98.3 100.0 100.0 1.0 1.0 97.1 100.0 100.0 1.0 1.0
ResNet + OPM (Ours) 99.8 100.0 100.0 1.0 1.0 99.6 100.0 100.0 1.0 1.0

Middle Caption Retrieval Image Retrieval
Model R@1 R@5 R@10 Med Mean R@1 R@5 R@10 Med Mean

CHAIN-VSE [35] 80.9 96.9 98.9 1.0 1.7 78.6 98.6 99.6 1.0 1.5
VSE++ [14] 90.5 99.1 99.7 1.0 1.2 88.5 99.5 99.8 1.0 1.3
Engilberge [13] 94.6 100.0 100.0 1.0 1.0 92.9 100.0 100.0 1.0 1.0
ResNet + OPM (Ours) 98.2 100.0 100.0 1.0 1.1 97.5 100.0 100.0 1.0 1.1

Hard Caption Retrieval Image Retrieval
Model R@1 R@5 R@10 Med Mean R@1 R@5 R@10 Med Mean

CHAIN-VSE [35] 41.2 73.9 88.8 2.0 4.3 45.5 86.1 98.2 2.0 2.8
VSE++ [14] 52.8 85.5 95.7 1.0 2.9 53.1 91.7 99.1 1.0 2.3
Engilberge [13] 54.2 84.2 95.6 1.0 2.9 53.5 89.9 99.7 1.0 2.4
CNN + RN [27] 49.6 80.8 93.7 2.0 3.4 46.7 86.0 98.7 2.0 2.8
CNN + OPM (Ours) 56.0 83.3 94.8 1.0 3.0 52.5 89.3 99.5 1.0 2.5
ResNet + OPM (Ours) 66.7 92.6 98.7 1.0 2.1 65.7 96.3 100.0 1.0 1.8

Table 2. Results of cross-modal retrieval experiments on the three difficulty levels of R-CLEVR.

collected from different annotators. For the cross-modal re-
trieval task, we used the training/validation/test split on the
MS-COCO proposed Karpathy and Li [20].

B. Cross-modal retrieval on R-CLEVR

Evaluation metric For evaluating the performance of the
proposed model, we conducted experiment on cross-modal
retrieval tasks with R-CLEVR dataset. The goal of caption
retrieval is to find the corresponding caption when a query
image is given and vice versa. We used the same evaluation
metric of MS-COCO retrieval task in Vendrov [33]. Recall
at k (R@k) of the caption retrieval computes the percentage
of containing the correct caption among retrieved first k
captions and vice versa. The comparison results of other
visual-semantic retrieval methods are denoted in Table 2.

Experimental analysis As shown in Table 2, we observed
that our method outperformed other methods for all three
different classes of R-CLEVR. For Hard type dataset, com-
pared to other methods, our model resulted at least 12.2%,
8.4%, 3.1% higher values for R@1, R@5, R@10 for the
caption retrieval and 12.2%, 6.4%, 0.1% for the image re-
trieval task. For RN, due to the limitation of scalability,
we adapted a backbone network as four layer vanilla con-
volutional layers which trained for VQA tasks on CLEVR
and fine-tuned it for cross-modal retrieval tasks, denoted as
CNN + RN in Table 2). Even when using a small convo-
lution network as a backbone, our module (CNN + OPM),
outperformed CNN + RN by a large margin and had com-
parable performance with other methods which employ
high dimensional features of ResNet or VGG Net. Con-
sidering it is difficult to distinguish duplicated objects only
with vision attributes such as color or shape of an object,
the results show that OPM definitely supports the model
to learn spatial relationships and achieve the state-of-the-
art accuracy for the retrieval tasks on the R-CLEVR. The

qualitative results of R@1 for the image retrieval tasks
are shown in Figure 5. For example, the first sentence in
ground truth text set says ’a yellow cube is at the back
of the cyan block’. Engilberge finds image which yellow
cube is positioned next to cyan blocks in it, while our
model properly reflects the text. Figure 6 is qualitative re-
sult of R@1 for caption retrieval task of our model and En-
gilberge Similar to Figure 5, our model retrieves the sen-
tence describing objects’ relative positions in image space.

Self-comparison according to components of OPM We
conducted an ablation study to demonstrate the role of each
component of our proposed model. The results are reported
on Table 3. sPool of the first column removed OPM from
suggested structure, adapting spatial selective pooling [10]
to visual feature map generated from ResNet convolutional
part and projected a visual feature to joint space with pro-
jection layer. OPG and RC each means object phase group
and relative coordinate component and sPool was added
one by one to perform ablation studies. We can observed
that even with the application of OPG or RC only, the R@1
accuracy is increased by more than 10% for both caption
and image retrieval. Furthermore, we measured the accu-
racy according to the type of pooling. When using global
max pooling, the accuracy for R@1 was 1.6% higher than
the accuracy when using sPool. sPool localizes interesting
objects selecting values of relevant features extracted from
corresponding spatial positions[10, 11]. However, the en-
coded features from OPM are no more simple spatial infor-
mation at the exact location but the features in relation to
all other features. Thus, we believe that sPool cannot bring
additional benefits to the features once the relationships
with others are considered, but maxPool which is channel-
wise hard attention shows better performance.
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Query Text
A yellow metal cube is at the back of the cyan block.
A cyan metallic cube is at the rear of the cyan block.
A cyan cube is in front of the cyan metallic cube.

Query Text
A purple ball is at the back of the blue sphere.
A blue metallic ball is in front of the large purple ball.
A purple matte ball is on the left of the blue metal ball.

Query Text
A train sitting in front of a tin building and a dry grass field.

Query Text
Giraffes in a zoo enclosure are watched by two women.

Engilberge [13] Ours Engilberge [13] Ours Engilberge [13] Ours Engilberge [13] Ours

Fig. 5. Image Retrieval (R@1) on R-CLEVR and MS-COCO. The images are retrieved from given query texts by models. The correct
cases are bordered with green boxes and the fail cases are bordered with red boxes. The left four images are cases where compared
model found inappropriate image, but our model found the proper ones.

Engilberge [13] A blue cylinder is on the left back of the
tiny cyan ball. A brown block is on the right front of the
large blue matte cylinder. A small cyan shiny ball is in
front of the brown cube.

Engilberge [13] A red rubber block is on the left back of
the blue cube. A blue cube is on the right front of the red
rubber cube. A red rubber cube is on the right of the red
cube.

Engilberge [13] A sandwich is laying on its wrapper
ready to be eaten.

Engilberge [13]A woman contemplating something with
a coffee up.

Ours A tiny brown rubber block is on the left rear of the
cyan shiny ball. A large brown metallic cube is on the left
of the blue cylinder. A small blue cylinder is on the right
rear of the cyan metallic ball.

Ours A tiny red matte block is on the right of the blue
cube. A blue cube is on the left back of the tiny red block.
A large blue rubber cube is on the left front of the blue
cube.

Ours Two pieces of bread with a leafy green on top of it. Ours A woman in a red shirt holding a pink vase.

Fig. 6. Caption Retreival (R@1) on R-CLEVR. Phrase is colored as red when the description of retrieved text is inaccurate, while it is
denoted as green for the right description.

C. Cross-modal retrieval on MS-COCO

In this subsection, we verified our approach on the
general benchmark dataset for cross-modal retrieval, MS-
COCO. Comparing with recent other methods in Table 4,
our model showed comparable results with the state of the
art, Engilberge . In other words, it was shown to achieve
the best and the second best on each caption and image re-
trieval test. Since the sentences in MS-COCO are less con-
cerned with the relationships between objects, our model
showed moderate improvement with this dataset. When
we analyze results qualitatively as shown in 5 and 6, we
can observe that our method retrieves proper ones than the
comparison method for the case that requires the model
to consider the spatial relationships between objects. We
evaluated our model with a larger image size (330× 330)
to achieve our best performance as shown in Engilberge .

D. Weekly-supervised visual grounding of phrases

In this task, we aimed to localize the image content de-
scribed by a given textual phrase which includes spatial
relationship information. While making bounding box an-
notation requires time-consuming and expensive work, our
approach can ground an object in the form of an attention
mask without those kind of object-level annotation.

Following Engilberge , we reused parameters of our
model trained for the semantic-visual embedding to the
phrase grounding. First, we obtained response values by
computing correlation between each visual-relational fea-

A yellow metal sphere
on the right of the large
purple cube.

A large cyan rubber
cylinder on the left rear
of the small gray cylin-
der.

A small green sphere
on the right back of
the large yellow rubber
sphere.

A gray rubber cube on
the left front of the
green metal cylinder.

A purple cube on the
left front of the large
gray metal sphere.

A purple rubber cylin-
der on the right front of
the green sphere.

Fig. 7. PCK examples. The red dot marks the center point of
ground-truth object of the query phrase and the blue dot is the
point of the highest prediction value by our system for the same
phrase. The left four present correct cases and the right two shows
fail cases.

ture from OPM and a text embedding. Then we yielded a
heatmap with the response values to overlay with the in-
put image as shown in Figure 7. The red point is the center
coordinate of the object depicted by the given phrase. The
blue one is the prediction point which has the highest value
in the heatmap, considered as the most related region with
the phrase. Since we predicted outputs pixel-by-pixel in-
stead of bounding boxes, we used a Percentage of Correct
Keypoints (PCK) [6, 37] as evaluation metric. PCK is per-
centage of correct cases that the prediction point(the blue
one) is closer than T pixels to the ground-truth (in short,
P@T). For three type data classes, the results of P@10 and
P@20 was reported on Table 5.
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Model Caption Retrieval Image Retrieval
R@1 R@5 R@10 Med Mean R@1 R@5 R@10 Med Mean

sPool 55.1 85.0 95.0 1.0 2.9 53.1 89.8 99.6 1.0 2.4
sPool + OPG 65.1 92.6 98.3 1.0 2.1 64.4 96.3 99.8 1.0 1.8
sPool + RC 65.5 90.8 98.5 1.0 2.2 64.6 96.3 99.7 1.0 1.8
sPool + RC + OPG 65.1 91.9 98.7 1.0 2.2 64.7 95.9 99.7 1.0 1.9
maxPool + RC + OPG 66.7 92.6 98.7 1.0 2.1 65.7 96.3 100.0 1.0 1.8

Table 3. Ablation study on R-CLEVR dataset. Object Phase Group (OPG) and relative coordinate (RC) component are helpful for
interference.

Model Caption Retrieval Image Retrieval
R@1 R@5 R@10 Med R@1 R@5 R@10 Med

Embedding network [34] 50.4 79.3 89.4 - 39.8 75.3 86.8 -
2-Way Net [12] 55.8 75.2 - - 39.7 63.3 - -
LayerNorm [2] 48.5 80.6 89.8 5.1 38.9 74.3 86.3 7.6
CHAIN-VSE [35] 61.2 89.5 95.8 1.0 46.6 81.9 90.92 2.0
VSE++ [14] 64.6 90.0 95.7 1.0 52.0 84.3 92.0 1.0
Engilberge . [13] (400×400) 69.8 91.9 96.6 1.0 55.8 86.9 94.0 1.0
Ours 68.5 91.4 96.2 1.0 52.2 83.8 92.3 1.0
Ours (330×330) 71.6 92.0 96.8 1.0 53.4 85.9 93.6 1.0

Table 4. Cross-modal retrieval results on MS-COCO dataset. We marked results of state of the art as BOLD. We found that resized
image (330x330) shows better performance than our original evaluation.

Model Easy Middle Hard
P@10 P@20 P@10 P@20 P@10 P@20

Engilberge [13] 10.3 18.1 9.9 17.6 9.7 16.0
Ours 16.7 26.3 17.6 26.6 16.0 25.8

Table 5. PCK results. Our architecture outperforms En-
gilberge for phrasing grounding task on every task and evaluation
criterion.

Our model with OPM showed better performance at
three types of task by at least 6.4% point than En-
gilberge without relation-inferring module, for both p@10
and p@20. As denoted in Figure 6, 1st, 2nd row images
are successful cases. In the first image of them, there is
one purple cube, yellow metal sphere and a cyan cylinder
in front of them. The predicted point(blue dot) is pointing
the same object as ground truth point (red dot) and atten-
tion mask is covering the object indicated by phrase (yel-
low sphere). The 3rd row images are fail cases. It can be
inferred that the network confused the modifier and the
modified phrase in the first two cases and for third image,
the pointed object and correct object share common prop-
erties (color and shape) except position. This experiment
shows potential in solving weekly supervised groundings
of phrases containing relative information without object-
level annotation.

V. CONCLUSION

In this paper, we propose a novel semantic-visual em-
bedding network, Object Phase Module (OPM) which
entails spatial relationships among objects in an image,
and a novel dataset R-CLEVR that contains multiple ob-
jects with spatial relationships among the objects de-
scribed in the captions, that requires to do spatial reason-
ing. Throughout extensive experiments on cross-modal re-
trieval and phrase grounding, we have demonstrated that
our OPM outperforms state-of-the-art visual-semantic em-
bedding methods for both tasks on R-CLEVR. Further, it

shows comparable performance with state-of-the-art meth-
ods on MS-COCO, in which a large portion of the exam-
ples do not require spatial reasoning. Further qualitative
analysis of the allocated attentions suggest that the pre-
vious methods mainly focus on objects’ properties, but
OPM considers both the object properties and spatial re-
lationships. As future work, we plan to extend the problem
and the model to consider spatio-temporal relationships be-
tween objects in videos.
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Abstract

After COVID-19 outbreaks, media covers the
daily report of COVID-19 spread, and author-
ities estimate expected spread in short term.
This information relies primarily on Susceptible-
Infectious-Recovery (SIR) Model, and modelers
often fit the parameters of the model over en-
tire spread process or over a moving window
period of fixed duration. Although COVID-19
has its own spread factors, these coefficients are
mitigated by various response efforts depend-
ing on countries and periods. Therefore, param-
eters of SIR model must be optimized by con-
sidering such societal background and tempo-
ral clusters, or regime. This report captures the
spread regime by applying regime detection to
JHU COVID-19 dataset. We detect the spread
regime by hidden Markov model, and we fit the
dataset for each regime by l-BFGS optimizer. We
found that some countries encountered the sec-
ond wave while most countries still face the first
one. We also provide the R0 coefficient, which
has different values depending on the country’s
societal and temporal contexts.

Keywords— COVID-19, Hidden Markov Model, Sim-
ulation Calibration, SIR Model

I. INTRODUCTION

After COVID-19 outbreaks, media covers daily re-
ports of the virus spread[9], and authorities estimate
spread trend in the near future. The estimates are often
extrapolated from Susceptible-Infectious-Recovery (SIR)
model[6], which is the simplest yet quite effective model
in such estimation. The inference on the model parame-
ters of the SIR model becomes a non-convex optimization
problem[4], so there is no closed-form solution in the pa-
rameter inference. Hence, modelers utilize l-BFGS[7] or
MCMC[2] through iterative optimum searches to infer it.

This practice can lead to misguided parameter searches
if the SIR model is used to estimate the entire period of the
spread. COVID-19 has its own fatality rate and the route

of transmission. The diseases with the airborne transmis-
sion tend to have high basic reproduction numbers(R0), i.e.
Measles with 5 ≤ R0 ≤ 18 [1]If the fatality rate is high,
R0 tends to be low, i.e. MERS-CoV with R0 ≤ 1[8]. This
inherent spread factor is limited because public health au-
thorities enforce various policies, such as social distancing
and tracking-and-testing. Therefore, in spite of being in-
fected by the same virus, the spread shows different pat-
terns as these policies are implemented at different levels
depending on countries and periods.

This report analyzes the COVID-19 spread by inferring
the parameters of the SIR model by countries and by tem-
poral clusters, or regime. This report captures the spread
regime by fitting the JHU COVID-19 dataset (JHU) with
detected regimes from a hidden Markov model[3], and we
fit the SIR model for a specific pair of regime and country
by the l-BFGS optimizer. Also, we provide the R0 coef-
ficients, which are different across countries’ societal cir-
cumstances and periods.

II. METHOD

A. SIR Model Variation

The original SIR Model does not have a compartment
of Death[6], so we added another transition from Infec-
tious to Death because of the demand on the analyses
of fatality. Each variable is time-dependent, so we have
four compartment variables of St , It , Rt , and Dt (t = day),
each variable representing population of the susceptible,
the infectious, the recovered and the dead. We hypothe-
sized St + It +Rt +Dt = N, the total population, meaning
that there are no other causes of death.

Our model requires three parameters to infer. β is the
number of people infected from a single patient. γ is the
transition rate of infected patients to either Recovery or
Death. α is the fatality rate from the infected patients. In
addition, our report mainly focuses on R0 = β/γ [5]. We
specify SIRD model as below.

dS
dt

=−β IS
N

,
dI
dt

=
β IS
N

− γI,

dR
dt

= γ(1−α)I,
dD
dt

= γαI
(1)
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B. Calibration Procedure

We specified the calibration procedure as below. It as-
sumes that we have accurate reports on compartmental
population over-time with accurate total population.

1. Start with the regime number of K = 1

2. Optimize parameters of α , β , γ of the model.

3. Infer the parameters of hidden Markov model by set-
ting observation to be the deviation between model
estimates and reported population. The inference al-
gorithm follows the Gibbs sampling, which is a vari-
ant of Monte-Carlo Markov-Chain (MCMC). We as-
sumed emission probability distribution to be Gaus-
sian distribution and state transition probability dis-
tribution to be multinomial distribution.

(a) For each regime from the hidden Markov
Model, optimize α , β , and γ with respect to
minimizing the RMSE of the data. We used l-
BFGS optimizer, a gradient-based optimizer.

4. Calculate RMSE of the infected, the recovery, and the
dead part for the entire period

5. Repeat if RMSE is improved over 5% with K =K+1.

Since we used hidden Markov Model to detect regime,
initial assignment affected a lot to finally detected regime,
and wrongly assigned case returned wrongly detected
regimes. Therefore, 30 times replications are experimented
to exclude results from wrongly detected regime.

C. Dataset

We used the COVID-19 dataset from Johns Hopkins
Coronavirus Resource Center. Additionally, we set the ini-
tial susceptible population data with World Bank Open
Data.

Though we analyzed more countries, we mainly focus
on 6 countries, China, South Korea, US, Italy, Iran and
Brazil for this report.

III. RESULT

A. Spread Regime Detection

Figure 1 shows the estimated and the reported log-
percentage of infected patients in total population. Coun-
tries are facing different spread regimes. For instance,
South Korea has passed four regimes and is an interest-
ing case of reducing R0 because it had an extremely high
R0, 70.194, because of a super spreader during the early
spread regime. This high R0 can be interpreted from multi-
ple perspectives. Whereas R0 can be high if there is a super
spreader, R0 can also be high if S. Korea was able to track
and confirm the infected as many as possible. The reported

Fig. 1. Six countries were selected by considering importance
and location. Color-coding is applied to distinguish the spread
regimes and the countries. The color intensity is adjusted to
reflect each regime’s R0 value. (Upper) Percentage of infected
population in log-scale. Dots are reported numbers in the JHU
dataset. Lines are estimates from the calibrated SIRD model by
spread regimes. (Lower) Regimes and events of analyzed coun-
tries. Regimes are identified from hidden Markov models to min-
imize the estimation error. R0 is the calibration result of the SIRD
model. Events are gathered from the news outlets by corroborat-
ing several sources. The relaxation of Quarantine is given as the
first day of the policy implementation.

dataset cannot indicate the actual number of the infected
individuals, so we cannot calculate ’the true R0’ unless the
complete tracking and confirmation was achieved. How-
ever, the highest R0 indicates such aggressiveness in the
track-and-test policy implementation.

Iran shows a clear indication of the second wave from
the perspective of the spread regime. Iran’s R0 decreased
from 2.796 to 0.669 through three regimes, but now Iran
faces the fourth regime, increasing R0 by 1.205. This
means that the spread was contained in the third regime
with R0 below one, but the infected number is currently
growing. .

B. Calibration of SIRD Model

Table 1. R2 value regarding concept of regime
R2 Without Regime With Regime

Countries I R D I R D
China .0 .602 .623 .933 .981 .679

S.Korea .0 .435 .317 .932 .991 .993
US .338 .694 .443 .997 .965 .980

Italy .015 .696 .303 .964 .998 .994
Iran .024 .384 .159 .963 .999 .976

Brazil .767 .767 .720 .990 .989 .996

Table 1 shows the R2 value of our model, which explains
the fitness of our model to the reported dataset: the number
of infectious, recovered and dead population by countries.
Table 1 compare R2 with regimes and without regimes to
emphasize the necessity of dynamic calibrations. We de-
note that nearly every compartment of populations in ev-
ery country has R2 ≥ 0.90. The result is not replicated 1)

2
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because we show there is only stochastic effect from the
inference of the hidden Markov model and 2) because we
show the best regime finding method in the below.

Since the parameter inference of the hidden Markov
model is sensitive to the initial setup, we replicated 30 dif-
ferent cases to select the optimal regime detection with in-
creasing K. We follow the Occam’s Razor by setting the
lowest K when the RMSE is converged without improve-
ment above 5%.

IV. CONCLUSION

Our result suggests that in some countries, re-opening
policies is implemented without the reduction of R0 less
than one. Our regime detection also indicates the problem
of early policy implementation in Iran, as Iran shows the
obvious second wave of the growing infected population.
We note that other countries also have faced such incre-
ment, for instance, South Korea after re-opening. However,
our model indicates that the second wave of South Korea
is not as significant as that of Iran because our model did
not separate another regime for the second wave in South
Korea. From the perspective of a policy recommendation,
our results suggest that the daily estimate of R0 may be
too sensitive to be a reliable indicator. The daily peak of
R0 may be high, but such daily peaks may not persist suffi-
ciently to suggest a meaningful period of spread that would
warrant a change in regime as was the case of South Ko-
rea. Additionally, the trend of daily estimates is a sequence
of R0 values, and recommendations are often made by its
trend. The spread regime identification may specify the re-
quired meaningful duration of the trend by considering the
fluctuation of R0 and its trend.

V. LIMITATIONS AND FURTHER STUDIES

Our report relies on stochastic models and inference al-
gorithms, so the analyzed data is derived from a set of
sub-optimal parameters. Also, while we report R2 value
above 90% except one case, we utilize the l-BFGS algo-
rithm that may not result in the optimal parameters for the
SIRD model. Also, the SIRD model can be further compli-
cated to reflect the actual situation. One fundamental lim-
itation comes from the fact that we have to rely on the re-
ported infected population, which is not the true counting
of patients. Since the number of infected population data
is the number of reported infected population, different
testing strategies from countries can cause differences in
the reported infectivity rate. Therefore, our cross-national
analyses is less accurate than our domestic analyses of a
single country. We also added the qualitative analyses on
policy events corroborating more than two media sources,
but these events can be interpreted differently depending
on the social, cultural, and political contexts.
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Abstract

Machine reading comprehension(MRC) is a
task in which relevant document is given
and answers to questions related to the docu-
ment. Unlike MRC, commonsense question
answering is considered a more difficult task
because it has to answer the question with-
out a given context. In this paper, we pro-
pose a novel framework that effectively inte-
grates information from the external knowl-
edge graph (e.g. ConceptNet) into a neural
model. We first extract relevant paths from
external knowledge graphs, in order to en-
hance the model performance. After that,
the extracted paths are encoded by adopting
knowledge graph embedding (e.g. RotatE),
and integrated into the text encoder (e.g.
BERT) to deal with multi-modality. Exper-
imenting on the CommonsenseQA dataset,
our proposed model significantly improved
the baselines.

Keywords— Deep Learning, Question Answer-
ing, Commonsense Reasoning

I. INTRODUCTION

With the recent development of deep learning,
many areas of natural language processing(NLP) have
achieved rapid growth especially in MRC tasks such
as SQuAD [12] and RACE [5] which do not require
external knowledge. Recently, NLP researchers are
involved in more difficult task such as commonsense
reasoning which requires external knowledge to
answer the question. one of the dataset which de-
mands commonsense reasoning is CommonsenseQA
dataset [17] that require an understanding of common
sense without relevant document or context(i.e., a
passage in MRC datasets).

CommonsenseQA [17] was created from a knowl-
edge graph called ConceptNet [15]. ConceptNet [15] is
a knowledge graph consisting of nodes (i.e. ’concept’)

and edges (i.e. ’relation’) related to real-world knowl-
edge. CommonsenseQA [17] consists of five multiple-
choice questions, four of which are composed of target
concepts that have the same relation from one source
concept extracted from ConceptNet [15]. In particular,
three of the answer choices are meaningfully similar,
making the problem more difficult.

Fig. 1. Sample ConceptNet subgraphs for CommonsenseQA
question.

For example, the source concept ’playing gui-
tar’ in Figure 1 is connected to three target con-
cepts(’singing’, ’making music’ and ’hear sound’ in
Figure 1) by ’causes’ relation in ConceptNet [15]. The
fourth answer choice(’arthritis’ in Figure 1) is the tar-
get concept extracted from the ConceptNet [15], which
also has ’causes’ relation from source concept(’playing
guitar’) as same as the three target concepts(’singing’,
’making music’ and ’hear sound’ in Figure 1), but has
a different contextual meaning. Finally, the fifth an-
swer choice may not have been extracted from Con-
ceptNet [15], but annotators deciding and adding one
themselves. Due to this method of data generation, the
ConmmonsenseQA [17] is considered a more difficult
task for the neural network model than the conven-
tional MRC tasks.

On the other hand, BERT [2] and T5 [11] are
pre-trained with extremely large corpus through self-

1
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supervised learning. Self-supervised learning dramati-
cally reduced the cost of data labeling because it makes
labels on its own from training data. In addition, the
model performance was dramatically improved com-
pared to the unidirectional language model by ran-
domly masking the input data during the pre-training
process and make them predict through the bidirec-
tional representation. It has been recently reported that,
after pre-training, knowledge becomes implicitly em-
bedded in the parameters of the model [13]. Through
the enormous amount of data and large models(i.e.
large number of model parameters) with the T5 [11]
model, it achieved significant performance improve-
ment in OpenQA(e.g. TriviaQA [3]) task as well with-
out having access to external knowledge. However,
this approach [13] requires a huge number of parame-
ters (e.g. 11 billion parameters), which demand enor-
mous computing resources and data. Furthermore, a
way of simply relying on pre-training, it is hard to learn
knowledge beyond what is in the learned pre-trained
corpus. To solve this problem, injecting information
using external knowledge graphs has recently emerged
as a popular research topic. In this paper, we propose
a framework that can effectively integrate knowledge
graph in BERT-based [2, 8, 6] text encoder.

II. INTEGRATING KNOWLEDGE GRAPH
TO TEXT ENCODER

In this section, we first outline the problem setting
of CommonsenseQA [17], and introduce the workflow
of our framework.

There can be many ways to put external graph
knowledge in a typical text encoder. We first do not use
the ConceptNet [15] graph as it is, but prune it into the
appropriate size. To integrate textual embedding and
graphical embedding into our neural network model,
we need to create another embedding for graph knowl-
edge. We applied the RotatE [16] knowledge graph
embedding method, which embeds the graph of Con-
ceptNet. Next, we extract concepts and relation(i.e.
triple) by our knowledge extraction method that can
help solving CommonsenseQA [17] questions. The ex-
tracted graph knowledge (i.e. triple) is expressed in a
pre-trained RotatE [16] graph embedding and incor-
porated and injected into the model. Our method has
exceeded existing baseline models [7, 9]. and achieved
considerable performance.

A. Graph Pruning

The connection between each node in Concept-
Net [15] is represented by a unit called triple, which
means that it is connected in the form of node-edge-
node (i.e. concept - relation - concept). For example,

’(playing guitars, causes, singing)’ and ’(playing gui-
tars, used for, having fun)’ are triples in Figure 1. Con-
ceptNet [15] was created by many annotators, and is
a huge graph containing 32 million triples and 36 re-
lations (e.g. IsA, UsedFor, Causes, RelatedTo, etc.). In
addition, we found that about half of the nodes were
one degree or less. It means that about half the nodes
were connected to only one node. Because training
graph embedding from these sparse graphs can lead to
poor performance, we pruned the graphs to leave the
necessary nodes.

We prune ConceptNet [15] using the following
method to use only the necessary graph and to increase
the performance of the graph embedding.

1. The word contained in the concept can be more
than one, and we extract only the concept consist-
ing of not more than four subwords.

2. CommonsenseQA [17] uses 22 relations from
ConceptNet, while we use similar meanings. Con-
solidate relation to form a new graph using only a
total of 15 relation.

B. Knowledge Extraction

So far, the graph itself was scaled down through
pruning the graph, and now the important thing is
how to extract subgraph and put it as an input. We
assumed that in the question of answering questions,
there would be one triple that would help a model
to find answers. In CommonsenseQA [17], a question
concept is given separately from the question, answer
questions. We assume that if there is a triple from this
question concept to answer choice, this would be the
key information. So, for each answer choice, we ex-
plored whether it is connected to the question concept,
and added the corresponding triple as the input of the
model.

C. Model Architecture

Among the various variants of GNN, GCN [4] ex-
presses nodes as vectors, combines information from
adjacent nodes, and updates their own node vector.
KagNet [7] and Graph-Based Reasoning [9] tried to
solve the CommonsenseQA [17] dataset by applying
the plain GCN [4]. The reason why plain GCN [4]
was used in both papers is that, as seen in existing
work [10, 20], relational GCNs [14] are mainly over-
parameterized and do not represent knowledge graph
effectively. The plain GCN [4] does not fully reflect the
graph structure, because it explicitly means that it does
not take into account the edge feature(i.e. relation) and
direction of the graph.

2
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Fig. 2. Illustration of the Integrated Text and graph architecture. The example of the CommonsenseQA is ’Who might wear dark
glasses?’, and the answer choices are {A. blind person*; B. glove box; C. movie studio; D. ray charles; E. glove compartment}.
Among them, ’blind person’ marked with asterisk (*) is the correct answer choice. The format of the input is [CLS] question +
answer choice1 [SEP] related triple. The blue boxed token is the text encoder part, and the yellow boxed token represents the
graph encoder part.

Related to these problems, there have been recent at-
tempts to incorporate graph structures with transform-
ers without using GNNs.(e.g. COMET [1], Graph-
BERT [19]) As shown in the above papers, the Trans-
formers [18] can reflect graph knowledge well enough.
Just as GCN [4] expresses the adjacent relationship be-
tween nodes, the Transformer [18] can represent the re-
lation between each adjacent node with a self-attention
and attention mask. Inspired by these work, we propose
a new model framework that injects graph knowledge
into the transformer based text encoder [2, 8, 6].

The transformer [18] based models (e.g. AL-
BERT [6], RoBERTa [8]) have a much higher num-
ber of model parameters compared to the previous
models. The reason why these models can train well
even if there are many parameters is because they are
pre-trained with extremely large corpus. However, the
models may not be sufficiently trained because the data
extracted from the knowledge graph is much smaller
than the pre-train corpus used in the transformer based
model. Therefore, we have adopted ALBERT [6] as the
backbone model, a model that has a relatively small
number of parameters and allows us to train parame-
ters efficiently among transformer based models. AL-
BERT [6] shares parameters on all layers, through
cross layer parameter sharing. Thanks to these features,
we assume that even a small number of knowledge
graph data could be well trained with ALBERT [6].

To integrate graph knowledge into existing AL-
BERT, we used 80 token (i.e. sequence length) of tex-
tual input, and put the next token together as an graph-
ical input. We used ALBERT’s pre-trained embedding,

but token on the graph side did not use ALBERT’s pre-
trained embedding. This is because the large text cor-
pus used in pre-train phase is too different in the form
and content of the data extracted from the knowledge
graph(e.g. triple in knowledge graph). Instead of using
ALBERT’s pre-trained parameter, we use graph em-
bedding, previously trained through RotatE [16], as in-
put token. Because pre-trained graph embedding is al-
ready well-learned on graph structure, it can be said
that it has similar meaning to pre-train step of AL-
BERT [6], and performance has improved when actu-
ally using pre-trained graph embedding as input.

III. EXPERIMENTS

A. Results and Analysis

The results on CommonsenseQA development
dataset is shown in Table 1. The performance of the
model organized in Table 1 is all single models, in-
cluding ours.

Group Model Dev Acc
Group 1 RoBERTa 78.5
Group 1 ALBERT 80.5
Group 2 KagNet [7] 61.0
Group 2 Graph-based Reasoning [9] 79.3
Group 2 Our Model 81.9

Table 1. Accuracy on CommonsenseQA development set.
Group 1: models without external knowledge, Group 2:
models with external knowledge graph(e.g. ConceptNet)

3
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Our model has achieved considerable performance,
far exceeding the existing baseline. To compare meth-
ods, groups were divided into two according to the
applied methods. Group 1: models without external
knowledge, Group 2: models with external knowledge
graph(e.g. ConceptNet). ALBERT is the model that is
the baseline of our model, and we have improved by
1.4%. This improvement proves the effectiveness of
our methods.

B. Ablation study

In this section, we perform an ablation study to
check the effect of pre-trained knowledge graph em-
bedding. We conducted an experiment not to use graph
embedding in the proposed model.

Models Dev Acc
Our Model 81.98
- Pre-trained graph embedding 81.32

Table 2. Ablation study for pre-trained graph embedding.

As a result of Table 1, you can see better perfor-
mance when you pre-learn through Rotate. Given that
our proposed model has risen by a total of 1.4 points in
accuracy over the original ALBERT model, 0.6 points
can be considered as a significant difference in per-
formance. We trained our pre-trained graph embed-
ding(RotatE) using negative sample size 128, hidden
dim 500, gama 9, batch size 1024, leading rate 0.0001,
max step 200,000. We trained graph embedding by re-
ferring to the RotatE official code.

IV. CONCLUSION

We propose a new framework that effectively inte-
grates knowledge graph into the text encoder model.
The model integrates triple into one token after the last
text input token of ALBERT [6]. Through our integra-
tion method, the model predict the correct answer well
by using the knowledge extracted from the graph. To
extract helpful to answer the question, proceed with
the following steps. First, we prune the graph, and in-
tegrate redundant relation to reduce scarcity. Second,
to extract knowledge from the graph, we find one hop
link from the question concept to the answer choice.
Third, in order to train graph knowledge well, we pre-
train graph embedding through RotatE [16] knowledge
embedding. We have achieved results far above the ex-
isting baseline in the CommonsenseQA [17] dataset.
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Abstract

Given a question, machine reading com-
prehension (MRC) is the task of identify-
ing its answer from a given document or
context. On the other hand, common-sense
question answering is considered a more
difficult task because it has to answer the
question without a given context. This pa-
per proposes a novel framework that effec-
tively integrates information from the ex-
ternal knowledge graph (e.g., ConceptNet)
into a neural model. We first extract rele-
vant paths from external knowledge graphs
to provide the model with relevant informa-
tion. Next, the extracted paths are encoded
by knowledge graph embedding, e.g., Ro-
tatE. The path embeddings are then inte-
grated into the text encoder (e.g., BERT)
and trained as multimodal models. Our ex-
periments on the CommonsenseQA dataset
demonstrate that our proposed model signif-
icantly outperforms the baseline methods.

Keywords— Deep Learning, Question Answer-
ing, Common-Sense Reasoning

I. INTRODUCTION

With the recent development of deep learning,
numerous areas of natural language processing (NLP)
have achieved rapid growth, especially in MRC
tasks such as SQuAD [12] and RACE [5] which
do not require external knowledge. Recently, NLP
researchers are involved in more difficult tasks such
as common-sense reasoning, which requires external
knowledge to answer the question. The Common-
senseQA [17] dataset is one such data set that requires
an understanding of common sense without a relevant
document or context (i.e., a passage in MRC datasets).

CommonsenseQA [17] is a dataset involving a
knowledge graph called ConceptNet [15].

ConceptNet [15] is a knowledge graph consisting of
nodes (i.e., ‘concept’) and edges (i.e., ‘relation’) rele-
vant to real-world knowledge.

CommonsenseQA [17] consists of five multiple-
choice questions, Four of them were made by sam-
pled from ConceptNet [15]. Among them, in particular,
three answer choices have similar meaning, making the
problem more difficult.

Fig. 1. Sample ConceptNet subgraphs for CommonsenseQA
question.

For example, the source concept ‘playing guitar’ in
Fig. 1 is connected to three target concepts (‘singing,’
‘making music,’ and ‘hear sound’ in Fig. 1) by ‘causes’
relation in ConceptNet [15]. These three target con-
cepts become three answer choices each. The fourth
answer choice (‘arthritis’ in Fig. 1) is the target
concept extracted from the ConceptNet [15], which
also connects ‘causes’ relation from the source con-
cept(‘playing guitar’), but it has an entirely different
meaning from the other three triples. Finally, the fifth
answer choice may not be extracted from Concept-
Net [15], but annotators deciding and adding one them-
selves. Due to this data generation method, the Conm-
monsenseQA [17] is considered a more difficult task
for the neural network model than the conventional
MRC tasks.

On the other hand, BERT [2] and T5 [11] are pre-
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trained with a large corpus through self-supervised
learning. Self-supervised learning dramatically re-
duced data labeling cost because it makes labels on its
own from training data. As a result, the performance of
the self-supervised models has been dramatically im-
proved. It has been recently reported that, after pre-
training, knowledge is learned in the form of model
parameters [13]. Through a large amount of training
data and model parameters, e.g., T5 [11], it achieved
significant performance improvement in open-domain
QA task such as TriviaQA [3], without accessing exter-
nal knowledge. However, this approach [13] requires a
large number of parameters, e.g., 11 billion parameter,
along with enormous computing resources and data.
Furthermore, this approach has limitation that it cannot
learn beyond what is in the pre-trained corpus since it
relies only on pre-training. To solve the problem, uti-
lizing external knowledge graphs by combining them
with a language model has recently emerged as a pop-
ular research topic. In this paper, we propose a novel
framework that can effectively integrate a knowledge
graph in BERT-based [2, 8, 6] text encoder.

II. INTEGRATING KNOWLEDGE GRAPH
TO TEXT ENCODER

This section first introduces the problem setting of
CommonsenseQA [17] and describe the workflow of
our framework.

Different approaches may exist to put an external
graph knowledge in a standard text encoder.

To integrate relevant knowledge graph into our
natural-language encoder model, our model first needs
to properly represent the knowledge graph as an em-
bedding vector, which will be used as additional input
to the encoder. To this end, we applied the RotatE [16]
knowledge graph embedding method, which computes
the embedding vectors of entities and relations exist-
ing in a given knowledge graph, e.g., ConceptNet [15].
Afterwards, given a particular question in Common-
senseQA [17], our method selects triples, composed of
entities and their relations, from ConceptNet that are
relevant to the given question. The selected triples are
using a pre-trained RotatE [16] graph embedding and
incorporated into the model. Our method has outper-
formed existing baseline models [7, 9], achieving the
comparable accuracy to the state-of-the-art models.

A. Graph Pruning

The connection between each node in Concept-
Net [15] is represented by a unit called a triple, which
means that it is connected in the form of node-edge-
node (i.e., concept - relation - concept). Fig. 1 shows
the example triples such as ‘(playing guitars, causes,
singing),’ and ‘(playing guitars, used for, having fun).’

ConceptNet [15] was created by numerous annotators
and is a large-scale graph containing 32 million triples
and 36 relations (e.g., IsA, UsedFor, Causes, Relat-
edTo, etc.). Besides, we found that about a half of the
nodes have one degree or less, meaning that they were
connected to only one or no node. Because training
graph embedding from these sparse graphs can lead to
poor performance, we pruned the graphs to utilize only
the necessary nodes. We prune ConceptNet [15] using
the following method to use only the necessary graph
and increase the performance of the graph embedding.

1. The word contained in the concept can be more
than one, and we extract only the concept consist-
ing of at most three subwords.

2. CommonsenseQA [17] uses 22 relations from
ConceptNet [15]. While we reduce relations to
form a new graph using only a total of 15 rela-
tions.

B. Knowledge Extraction

So far, the graph itself was scaled down through
pruning the graph, and now the important thing is how
to extract the subgraph and put it as an input. We as-
sumed that there would be one triple that would help
a model to find answers. In CommonsenseQA [17],
a question concept is given separately from the ques-
tion, answer questions. We assume that if there is a
triple from this question concept to answer choice, this
would be the key information. So, we explored whether
it is connected to the question concept for each answer
choice and added the corresponding triple as the input
of the model.

C. Model Architecture

Among the various variants of GNN, GCN [4] ex-
presses nodes as vectors, combines information from
adjacent nodes, and updates their node vector. Kag-
Net [7] and Graph-Based Reasoning [9] tried to solve
the CommonsenseQA [17] dataset by applying plain
GCN [4]. The reason why plain GCN [4] was used in
both papers is that, as seen in existing work [10, 20], re-
lational GCNs [14] are mainly over-parameterized and
do not represent knowledge graph effectively. Plain
GCN [4] does not fully reflect the graph structure be-
cause it explicitly means that it does not consider the
edge feature (i.e., relation) and direction of the graph.
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Fig. 2. Illustration of the integrated text and graph multi-model architecture. The example of the CommonsenseQA is ‘Who
might wear dark glasses?,’ and the answer choices are {A. blind person*; B. glove box; C. movie studio; D. ray charles; E.
glove compartment}. Among them, ’blind person’ marked with an asterisk (*) is the correct answer choice. The format of the
input is [CLS] question + answer choice1 [SEP] related triple. The blue boxed token is the text encoder part, and the yellow
boxed token represents the graph encoder part.

There have been recent attempts to incorporate
graph structures with transformers without using
GNNs (e.g., COMET [1], Graph-BERT [19]). As
shown in the above papers, Transformers [18] can re-
flect graph knowledge well enough. Just as GCN [4]
expresses the adjacent relationship between nodes, the
Transformer [18] can represent the relation between
each adjacent node with a self-attention and atten-
tion mask. Inspired by this work, we propose a new
model framework that injects graph knowledge into the
transformer-based text encoder [2, 8, 6]..

Transformer [18] based models (e.g., ALBERT [6],
RoBERTa [8]) have a much higher number of model
parameters compared to the previous models. These
models can train well even if there are many param-
eters because they are pre-trained with an extremely
large corpus. However, the models may not be suf-
ficiently trained because the data extracted from the
knowledge graph is much smaller than the pre-train
corpus used in the transformer-based model. There-
fore, we have adopted ALBERT [6] as the backbone
model, a model with a relatively small number of pa-
rameters, and allows us to train parameters efficiently
among transformer-based models. ALBERT [6] shares
parameters on all layers through cross-layer parameter
sharing. Thanks to these features, we assume that even
a small number of knowledge graph data could be well
trained with ALBERT [6].

To integrate graph knowledge into existing AL-
BERT [6], we used 80 tokens (i.e., sequence length) of
textual input and put the next token together as graph
embedding. We used pre-trained embedding of AL-

BERT [6], but the token on the graph side did not use
pre-trained embedding of ALBERT [6]. The large text
corpus used in the pre-train phase is too different in the
form and content of the data extracted from the knowl-
edge graph (e.g., triple in knowledge graph). Instead
of using the pre-trained parameter of ALBERT [6], we
use graph embedding, previously trained through Ro-
tatE [16], as graph embedding input tokens. Because
pre-trained graph embedding is already well-learned
on the graph structure, it can be said that it has a similar
meaning to the pre-train step of ALBERT [6], and per-
formance has improved when using pre-trained graph
embedding as input.

III. EXPERIMENTS

A. Results and Analysis

The results on CommonsenseQA [17] development
dataset is shown in Table 1. The performance of the
model organized in Table 1 is all single models, in-
cluding ours.

Group Model Dev Acc
Group 1 RoBERTa [8] 78.5
Group 1 ALBERT [6] 80.5
Group 2 KagNet [7] 61.0
Group 2 Graph-based Reasoning [9] 79.3
Group 2 Our Model 81.9

Table 1. Accuracy on CommonsenseQA development set.
Group 1: models without external knowledge, Group 2:
models with external knowledge graph (e.g., ConceptNet)

3
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Our model has achieved comparable performance,
far exceeding the existing baseline. We divide groups
into two according to the applied methods. Group 1:
models without external knowledge, Group 2: mod-
els with external knowledge graph (e.g., Concept-
Net [15]). ALBERT [6] is the baseline of our model,
and we have improved by 1.4%. This improvement
proves the effectiveness of our methods.

B. Ablation study

In this section, we perform an ablation study to
check the effect of pre-trained knowledge graph em-
bedding. We experimented not to use graph embedding
in the proposed model.

Models Dev Acc
Our Model 81.98
- Pre-trained graph embedding 81.32

Table 2. Ablation study for pre-trained graph embedding.

As a result of Table 1, we can see better perfor-
mance when pre-learn the model through RotatE [16].
Given that our proposed model has risen by a to-
tal of 1.4 points in accuracy over the original AL-
BERT [6] model, 0.6 points can be considered as a
significant difference in performance. We trained our
pre-trained graph embedding (i.e., RotatE [16]) using
negative sample size 128, hidden dim 500, gamma 9,
batch size 1024, leading rate 0.0001, max step 200,000.
We trained graph embedding by referring to the Ro-
tatE [16] official code.

IV. CONCLUSIONS

We propose a new framework that effectively in-
tegrates the knowledge graph into the text encoder
model. The model integrates triple into one token af-
ter the last text input token of ALBERT [6]. Through
our integration method, the model predicts the cor-
rect answer well using the knowledge extracted from
the graph. To extract helpful to answer the ques-
tion, proceed with the following steps. First, we prune
the graph, and integrate redundant relation to reduce
scarcity. Second, to extract knowledge from the graph,
we find one hop link from the question concept to the
answer choice. Third, in order to train graph knowl-
edge well, we pre-train graph embedding through Ro-
tatE [16] knowledge embedding. We have achieved re-
sults far above the existing baseline in the Common-
senseQA [17] dataset.
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Abstract

In the era of multinational cooperation, gather-
ing and analyzing the satellite images are get-
ting easier and more important. Typical proce-
dure of the satellite image analysis include trans-
mission of the bulky image data from satellite
to the ground producing significant overhead. To
reduce the amount of the transmission overhead
while making no harm to the analysis result,
we propose a novel image compression scheme
RDIC in this paper. RDIC is a reasoning based
image compression scheme that compresses an
image according to the pixel importance score
acquired from the analysis model itself. From the
experimental results we showed that our RDIC
scheme successfully captures the important re-
gions in an image showing high compression
rate and low accuracy loss.

Keywords— Image Compression, Explainable AI,
Satellite Images

I. INTRODUCTION

Satellite image analysis is a crucial task for gathering
information world-wide in the era of multinational coop-
eration. Since most, if not all, satellites have little compu-
tational resources satellite image analysis is typically done
on the ground where powerful computing stations exist.
Thus, analyzing a satellite image starts with image trans-
mission from satellite to the ground station.

The transmission latency is quite large when it comes
to the satellite environment since they are very far away
from the ground and therefore have very limited commu-
nication bandwidth. Therefore, there is a need for an im-
age compression technique in order to mitigate the trans-
mission overhead. However, compressing an image often
causes information loss resulting in analysis performance
degradation which is not wanted behavior.

One of the most popular image compression technique
is JPEG[8]. JPEG is an image compression standard that

has been used in various domains enabling lightweight
image compression with acceptable visual image quality.
However, since the jpeg compression basically works with
filtering out the high frequency color components in the
image[8], color distortion is inevitable after the pipeline of
encoding and decoding. This color distortion causes per-
formance degradation on image analysis tools such as deep
neural networks.

In this paper we propose an adaptive image compression
technique that can reduce the transmission latency while
preserving the accuracy of the analysis tools. This can be
done by adaptively choosing the region of interest(RoI)
where the analysis tool values the most and compress those
regions with high quality and others with low quality. The
details of choosing the RoI will be delivered in Section iii.
We showed that with our proposed algorithm we can sig-
nificantly reduce the image file size while successfully pre-
serving the analysis accuracy on satellite images.

II. RELATED WORKS

A. JPEG Image compression for Satellite Imageries

As mentioned in the Section i., jpeg image compres-
sion is one of the most popular standard in the domain
and there are numerous works that applied jpeg compres-
sion on satellite images[11]. Work done by Tada et. al.[11]
evaluated the effect of the jpeg compression with power
spectrum comparison showing the degree of image distor-
tion after the compression. What is not dealt with tada’s
work is that the image compression may cause the deep
neural network malfunction even though the compressed
image looks fine with human eyes. Researches like [3, 7]
report that jpeg compression does affect the performance
of the deep neural network. We also conducted a prelim-
inary experiment that shows the impact of jpeg compres-
sion on Faster R-CNN object detection network for satel-
lite images in Section iv.. Thus, it is clear that compressing
a satellite image should be dealt carefully in order to get
the maximum analyzing performance on the ground.
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B. Image Compression with Accuracy Consideration

There are some works that deals with the image com-
pression considering the outcome of the analysis tools on
the receiver side[9, 4, 5, 10, 6]. Both works are targetting
the different domain but the basic idea is similar. Work
[6] uses a image compression for efficient image trans-
mission between mobile client and the edge server when
offloading the compute intensive image object detection
task from client to the server. Here, they propose a Dy-
namic Region of Interest for adaptive image compression
where the object detection result for the previous frame
is used for determining the important area of the current
frame. The selected RoI is then compressed with higher
quality(less compression), and the rest of the image area
are compressed with lower quality(more compression). By
doing so, [6] achieves real-time image offloading in edge
assisted augmented reality(AR) service.

Work [9] and others [4, 5, 10] are more related to our
work that those directly aim the same domain we are
dealing with: Satellite image compression without perfor-
mance degradation. Paper [9] proposes a fuzzy c-means
image segmentation and adaptive image compression ac-
cording to the segmentation result which in turn com-
presses the background more and important objects less.

However, works like [9, 4, 5, 10] simply focuses on
first incestigatin the image and do not directly consider
the structure or the characteristics of the analysis tools on
the ground. This inconsistency of image interpretation be-
tween land and satellite would result in performance degra-
dation. On the other hand, work done by [6] uses the pre-
vious result from the analysis tool, so it directly considers
the analysis tool when compressing an image. Nonethe-
less, algorithm of [6] is very hard to be applied to satellite
imageries since satellite images typically captures differ-
ent places and even if the time series data can be produced,
huge transmission overhead makes data from last time step
less valuable.

III. METHODOLOGY

In this paper, we propose a novel image compres-
sion scheme, reasoning based dynamic image compres-
sion(RDIC), which makes use of the layer-wise relevance
propagation[1] which is one of the explainable AI tech-
niques. Layer-wise relevance propagation works by back-
propagating the neural network result and it’s relevance
score as in the equation 1 and point the salient part of the
input image where the model got the most valuable infor-
mation getting the result.

R(l)
i = ∑

j

zi j

∑i′ zi′ j + εsign(∑i′ zi′ j)
R(l+1)

j (1)

An example of the result of applying epsilon lrp, layer-
wise relevance propagation, to the object detection model
SCRDet[13] is shown in the Figure. 1. As can be seen in

the figure salient part containing target objects(ship, har-
bor, cars, etc...) are highlighted. Instead of highlighting the
whole foreground objects by using epsilon lrp we could
highlight the image region that is needed by the model for
image analysis.

From the result of the epsilon lrp relevance propaga-
tion, we now calculate the region of interest(RoI) which
will act as a mask determining the compression quality.
The outcome of the epsilon lrp is a bitmap which indicates
the pixel-wise relevance score within the range of negative
infinity and positive infinity. This unboundedness makes
the calculation of the importance mask difficult with raw
outcome of the elrp. Thus, we first took the absolute value
of the outcome and then noramlized with the mean value
of the outcome. From the normalized outcome values, we
then create a mask M which indicates the pixel area where
the normalized relevance value is bigger than 0 as shown in
the equation 2. However, as we can see from the Fig. 1-(b),
the outcome of the elrp is basically very noisy and there-
fore the resulting mask is also very noisy. The noisiness of
the mask can significantly degrade the performance of the
target object detection model so we implemented a dila-
tion operation, one of the conventional CV techniques, for
acquiring smooth RoI masks. The example of the final RoI
mask can be seen in the Fig. 2. As can be seen in the figure,
salient areas containing the target objects are successfully
highlighted. Furthermore, in the background region we can
see that salient objects are also included but the category

(a) Input image (b) Epsilon lrp result
Fig. 1. Example of applying epsilon lrp model explanation to the
satellite image input and object dection model

2
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(a) Salient region (b) Background
Fig. 2. Example of calculated final RoI mask

of the salient objects does not belong to the target category.

M(i, j) =

{
1 abs(elrp(I)(i, j))>= mean(abs(elrp(I)))
0 else, I: Input image

(2)
After the calculation of the RoI for determining the

compression criteria, we conducted the dynamic image
compression where we compress the RoI region with high
quality and background region with low quality. Here, the
quality of the compression follows the quality definition of
the computer vision OpenCV[2].

IV. EXPERIMENTAL RESULTS

For the evaluation of our proposed image compression
scheme we have conducted an experiment comparing the
mean average precision performance of the object detec-
tion model on datasets compressed with different methods.

For the dataset we used a DOTA dataset[12] which is
an open dataset consisting of numerous images taken by a
plane that is similar to the satellite imageries.

For the target object detection model we chose faster
r-cnn model following the paper [13].

We compared the evaluation result of the faster r-cnn
model on the dataset first, and then we compressed the
original dataset with two different methods: Original JPEG
compression, and proposed reasoning based dynamic im-
age compression(RDIC). Here, original jpeg compression
is done with the quality of 100, and RDIC consist of two
different quality 100, 50 each for RoI and BG regions. We
then compared both the mAP score and the total file size of

the dataset which can be seen in the Fig. 3 and the Table.
1.

Original JPEG RDIC
File Size(MB) 3324 1671 942

mAP(%) 57.75 57.75 56.54

Table 1. Example of caption for table.

The figure Fig. 3 shows the average precision of each
classes. As we can see from the figure, the performance
of the object detection model is mostly preserved after the
compression. Interesting part is that in case of classes like
soccer-ball-field and large-vehicle, jpeg and RDIC com-
pressed version of ours resulted in a better precision score.
Except for this unexpected outcome, we can see that the
average precision gets lower when applied compression to
the dataset. However, if we look into the file size analy-
sis in the Table. 1, we can see that compared to the origi-
nal dataset, JPEG compression provides identical perfor-
mance while the size of the dataset is reduced to 50.27
percent of the original dataset. Our proposed RDIC loses
about 1.21 percent point of the accuracy while reducing the
filesize into 942 Mega Bytes which is 56.4 percent of the
JPEG compressed dataset, and 27.9 percent of the original
dataset. This significant reduction of the filesize allows the
satellite image transmission to be about four times faster
than usual with only a 1.2 percent point loss of the detec-
tion model accuracy.

V. CONCLUSION

Satellite imageries are big in their size which causes a
huge transmission latency hindering the fast and easy anal-
ysis of the image. In this paper we propose a novel image
compression scheme based on the model reasoning that al-
lows us to compress the satellite image with minimum ac-
curacy loss and high compression rate. Our scheme starts
from analyzing the target model by relevance propagation
for RoI searching. According to the RoI we then conducted
a dynamic image compression which will compress the
important part of an image with high quality and others
with high compression rate. The evaluation results show
that our scheme successfully capture the important region
in the image according to the model we use. Since the ep-
silon lrp method and other techniques we used is not bound
to a single object detection model, our scheme is also easy
to apply on various other applications and neural network
models.
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Abstract

The imbalance of object segmentation accuracy
among car and smaller objects such as pedes-
trian and cyclist is an inherent problem due to
difference of appearance and size. To address
this challenge, we propose an attention-based
convolutional neural network (CNN) for ob-
ject segmentation (AttentionSeg). The proposed
network comprises of spatial attention module
(SAM) and channel attention module (CAM) to
aggregate spatial and semantic information from
low-level and high-level layers, respectively. Our
network enables to extract more distinct feature
on the smaller objects to enhance segmentation
performance. We evaluate our method on KITTI
dataset. Experiment shows that our network is
effective to improve segmentation performance
on pedestrian and cyclist while achieving real-
time speed of 9.1ms.

Keywords— Object Segmentation, 3D Point Cloud,
Attention

I. INTRODUCTION

Object segmentation from 3D point cloud aims to per-
form point-wise classification to provide abundant repre-
sentation on objects of interest (i.e., car, pedestrian, and
cyclist). Especially, it is an important task for autonomous
vehicles to determine path and control planning by rec-
ognizing surrounding objects of the vehicles. Nonetheless,
segmenting the objects is challenging to achieve competi-
tive segmentation performance in real-time due to sparsity
and hugeness of the point cloud.

To perform 3D recognition such as segmentation and
detection, previous approaches directly processed the point
cloud [1] or voxelized the point cloud as pixels in an image
[2]. However, these methods suffer from expensive compu-
tation as they process all sparse and huge points, thus not
able to be applicable for real-time application. Recently,
authors in [3] and [4] conducted object segmentation from

Fig. 1. An overview of proposed method. (a) The spherical trans-
formation is performed on 3D point cloud to obtain 2D range-
images. (b) AttentionSeg predicts objects in point-wise for object
segmentation.

3D point cloud by spherically transforming the point cloud
to 2D range-images to apply CNN-based approach. They
employed efficient convolutional and deconvolutional op-
erations to extract distinct features on road-objects inspired
from [5]. They achieved significant performance on a large
size object (car), however, the performance degraded on
small size objects such as pedestrian and cyclist since their
approaches lost spatial information on the small objects
due to multiple down-samplings.

Based on the above observations, we therefore propose
an attention-based approach to improve segmentation per-
formance, especially on smaller objects (pedestrian and cy-
clist). The proposed approach is composed of two mod-
ules: (i) SAM and (ii) CAM, by leveraging CNN architec-
ture of [3]. SAM is employed to provide high-level features
with spatial details on the smaller objects from low-level
features via skip-connections [6]. Whereas, CAM is used
to enhance semantic features by modeling channel interde-
pendency between pedestrian and cyclist in high-level fea-
tures [7]. Further, we reduce the number of down-sampling
to maintain spatial information of the small size objects by
removing the first max pooling layer [4]. In summary, the
contribution of our research are as follows:

• We design an attention-based CNN for object seg-
mentation to obtain spatial to semantic features for
enhanced segmentation accuracy.

• The proposed model with SAM (skip-connection) and
CAM increases the ability of the network to segment
small size objects such as pedestrian and cyclist by
obtaining the spatial information and enhancing the
final semantic features, respectively.
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II. PROPOSED METHOD

The overall architecture of proposed method is illus-
trated in Fig. 1. Firstly, we spherically transform 3D point
cloud to 2D range-images to efficiently process the point
cloud. Secondly, the proposed method employs an archi-
tecture [3] as a backbone network while using SAM and
CAM to model spatial information and channel interdepen-
dency for discriminant feature representation, respectively.
In addition, we feed the range-images into proposed Atten-
tionSeg to obtain point-wise classes (car, pedestrian, and
cyclist). We dedicate subsections for spherical transforma-
tion and an attention-based CNN architecture in detail.

A. Spherical Transformation from 3D Point Cloud to 2D
Range-Images

To efficiently process 3D point cloud instead of directly
applying CNN on the point cloud [3][4], spherical transfor-
mation is applied to obtain 2D range-images. Each point
of the point cloud can be represent as a set of Carte-
sian coordinate,(x,y,z). Therefore, the formula for spher-
ical transformation can be defined as:

α = arcsin

(
z√

x2 + y2 + z2

)
, α̂ = � α

∆α
� (1)

β = arcsin

(
y√

x2 + y2

)
, β̂ = � β

∆β
� (2)

where α and β are azimuth and zenith angles. α̂ and β̂
represent the position of a point on 2D range-images. ∆α
and ∆β are resolutions for discretizing the point cloud. We
obtain spherically transformed range-images with dimen-
sion of H ×W ×C, where H, W, and C encode the height,
width, and channel, respectively. Since the point cloud is
generated by a Velodyne HDL-64E LiDAR with 64 verti-
cal channels, H = 64. Road-objects are annotated based on
3D bounding boxes in a front view area of 90◦. We dis-
cretize the area into 512 grids, which determine W = 512.
Each point in the point cloud is represented by Cartesian
coordinates (x,y,z), distance d =

√
x2 + y2 + z2, and in-

tensity, which are used as channels (C = 5). We therefore
utilize 64×512×5 range-images as input data.

B. AttentionSeg: An Attention-based CNN Architecture
for Real-Time Object Segmentation

An attention-based CNN architecture for object seg-
mentation (AttentionSeg), has an encoder-decoder archi-
tecture as illustrated in Fig. 2. Our model is able to focus
on smaller objects such as pedestrian and cyclist by ex-
tracting spatial-aware to semantic features. The proposed
model consists of a backbone network and two modules:
SAM and CAM. The backbone network extracts general
features motivated from [3]. The SAM is used to intro-
duce spatial details from low-level features to high-level

features via skip-connection while The CAM is employed
to enhance semantic representation of the final feature.

1) Backbone Network: Most popular backbone net-
work for a segmentation task [8] has an encoder-decoder
architecture. The encoder extracts general features by
down-sampling input images, whereas the decoder up-
samples the features to generate specified features for
pixel-wise classification with the same resolution as the in-
put images. However, the backbone network employs gen-
eral convolution and deconvolution layers for encoder and
decoder, not applicable for real-time application due to ex-
pensive computation. To satisfy the real-time condition,
authors in [3][4] exploit efficient convolution and decon-
volution modules, namely FireModule [5] and FireDeconv
[3], for the encoder and decoder with reduced computation
cost. However, the structure [3] loses spatial information
due to multiple max pooling layers, which disseminate spa-
tial information to aggregate contextual information, thus
not suitable for accurate segmentation [4]. Hence, based
on these considerations, we reduce 4 times down-sampling
to 3 times by removing the first max pooling layer in our
backbone network.

For the encoder, the structure of FireModule [5] is de-
picted in Fig. 3 (a). The FireModule applies 1× 1 convo-
lution (squeeze layer) to input features with C channels to
reduce the number of channels to C

4 . And then 1× 1 and
3 × 3 convolutional layers (expand layer) are applied in
parallel to obtain two feature maps with channel dimen-
sion equal to C

2 . Finally, the two features are concatenated
for generating features with C channels.

For the decoder, we utilize the FireDeconv [3], which is
as the same as the FireModule except for a transposed con-
volution layer between the squeeze layer and the expand
layer as illustrated in Fig 3. (b). Moreover, the number of
up-sampling is reduced due to reduction of the number of
down-sampling, which alleviates computation cost. After
recovering the original resolution, we perform 1× 1 con-
volution to generate 4 channels where each channel repre-
sents each class (background, car, pedestrian, and cyclist).

2) Spatial Attention Module: One difficulty in seg-
menting objects such as pedestrian and cyclist arises due
to smallness of appearance. To address this problem, we
employ spatial attention module (SAM) [6]. Low-level fea-
tures contain rich spatial information, however, the infor-
mation disseminates as passed to high-level layers. To in-
corporate spatial-aware features, we employ SAM as il-
lustrated in Fig. 4 (a). First, we apply an average pool-
ing to low-level features along channel axis and then ap-
ply 1 × 1 convolutional layer to produce a spatial atten-
tion map. The spatial attention map with rich spatial in-
formation is transferred via skip-connection to high-level
layers for the distinct representation of smaller objects by
element-wise multiplication.
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Fig. 2. An architecture of the proposed network. Each convolution layer is followed by ReLU activation. (Best viewed in color)

Fig. 3. (a) An efficient convolution module (FireModule). (b) An
efficient deconvolution module (FireDeconv).

3) Channel Attention Module: Channel attention mod-
ule (CAM) is used to enhance semantic feature represen-
tation as shown in Fig. 4. (b). In high-level layers, each
channel map can be considered as a class-specific response
and the semantic response are related with each other [7].
Therefore, the feature representation on specific classes
can be enhanced by modeling interdependency among the
channels. Firstly, we reshape input features X ∈ RH×W×C

to RN×C. Next, we conduct a matrix multiplication between
the reshaped X and the transpose of X. We apply a softmax
to get an attention map AC×C.

a ji =
exp(XiXj)

∑C
i=1 exp(XiXj)

(3)

where a ji measures the ith channel’s impact on the jth

channel. Moreover, we multiply the XN×C by AC×C and
reshape the result to RH×W×C. Lastly, the result is multi-
plied by a learnable value (α) and perform an element-
wise summation with the original X to obtain the output
Y ∈ RH×W×C.

Yj = α
C

∑
i=1

(a jiXi)+Xj (4)

where Yj represents the final feature map. The equa-

Fig. 4. (a) A structure of spatial attention module. (b) A structure
of channel attention module.

tion means that the final feature of each channel is a
weighted sum of features of all channels and an original
feature, which models semantic interdependency between
the channels. Therefore, CAM is applied to the final fea-
tures generated by 1× 1 convolutional layer. Finally, we
apply softmax activation to the feature maps so as to ob-
tain point-wise prediction.

III. EXPERIMENTS

In this section, we present details of experiments. We
show the experimental results on KITTI dataset quantita-
tively and qualitatively.

A. Training Details

To train proposed model, we use 10,848 range-images
transformed from KITTI dataset [9] and split the images
into 8,057 training set and 2,791 validation set. We imple-
ment our model on Pytorch platform and train the model
for around 12 hours by using NVIDIA TITAN Xp GPU.
Further, we use focal loss [10] to measure the loss of pre-
dicted value. The focal loss is given as follows:

FL(pc) =−(1− pc)
γ log(pc) (5)

3
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where pc is a predicted probability according to the c class
and γ is focusing parameter equal to 2.

B. Experimental Results

We evaluate the AttentionSeg on KITTI dataset. Inter-
section over union (IoU) is used as evaluation metrics,
given as follows:

IoUc =
Gc ∩Pc

Gc ∪Pc
(6)

where Gc and Pc are ground-truth and predicted point of
the class-c. Further, average runtime (AR) of images in val-
idation set is measured. We compare segmentation perfor-
mance of AttentionSeg with SqueezeSeg and SqueezeSeg
w/o max pooling (MP) as shown in Table 1. Whereas the
AR comparison is shown in Table 2. The SqueezeSeg w/o
MP improves segmentation accuracy compared to original
SqueezeSeg on car and pedestrian classes, by 0.7% and
5.3%. Further, AttentionSeg outperforms SqueezeSeg w/o
MP for smaller objects such as pedestrian and cyclist by
4.8% and 4.2% despite slight performance degradation on
car. Whereas, we achieve the comparable AR at the cost of
segmenting the smaller objects more accurately. Further,
the qualitative results are shown in Fig. 5. The qualitative
results on pedestrian and cyclist justify the better perfor-
mance of AttentionSeg as depicted by yellow boxes.

Car Pedestrian Cyclist
SqueezeSeg [3] 58.1 1.8 17.8

SqueezeSeg w/o MP 58.8 7.1 17.3
AttentionSeg (Proposed) 57.2 11.9 21.5

Table 1. Comparison of segmentation performance (IoU%).

Average Runtime (ms)
SqueezeSeg [3] 8.9

SqueezeSeg w/o MP 8.4
AttentionSeg (Proposed) 9.1

Table 2. Comparison of average runtime.

IV. CONCLUSION AND FUTURE WORK

In this work, we proposed an attention-based convo-
lutional neural network for real-time object segmentation
from 3D point cloud. To extract discriminant features on
pedestrian and cyclist, we employed spatial and channel
attention module. Furthermore, we reduced the number
of down-sampling to maintain spatial information on the
human-related classes. The segmentation results showed
that proposed method improved segmentation performance
on pedestrian and cyclist in real-time. In future, we focus
on extracting object-level information to improve segmen-
tation performance of overall objects.

Fig. 5. Visual comparison of segmentation. The black, pink,
green, and brown indicate background, car, pedestrian, and cy-
clist, respectively.
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Abstract

Deepfake refers to the fake images/videos create

d with deep learning. Deepfake video caused socia

l problems as it has spread through the internet, i

ncluding Social Network Service(SNS). [4,5,6] The

refore, the importance of deepfake detection model

s has emerged, so many detection models have be

en suggested. However, these models are not usef

ul in the real world because they can only detect

a few parts of deepfake creation algorithms. (Figu

re 2) In this paper, we suggest the model that us

es CNN(Convolutional Neural Network) for fake a

ttribute detection and Transformer for fake/real ju

dgment to cope with various deepfake creation alg

orithms real-world. Our purpose is to prove that t

he suggested model is useful in the real-world. O

ur e9periment focused on the improved model's d

etection performance to detect an increasing numb

er of various deepfake creation models. Researcher

s' participation is re<uired to cope with multiple d

eepfake creation algorithms as well. This paper tr

ained deepfake detection models with the presente

d architecture to prove that the detection performa

nce is similar to compare with the models with hi

gh-end GPU[37, 38]. The evaluation result was th

at Recall increased from 2% to 75% after the dete

ction model improvement, the FPR rate decreased

1.6% to 0.1 and AUC increased from 0.02 to 0.77,

which is similar to the model with high-end GPU

[37, 38].

1)

Keywords - Deepfake Detection, Face synthesis Detect

ion, Convolutional Neural Network, Transformer

1. Introduction

Fake face generation algorithms are becoming

more complicated and diversified since late 2017

when Reddit user is called 'Deepfakes' proposed f

ace generation method with deep learning. The m

1) github(Entire model code, instruction, Process Video

are available)J httpsJ//github.com/teamnova-ailab/Dee

pfake-detection-model-based-on-fake-attributes-sho

wn-in-image-video/

ost representative fake face generation methods ar

e Face synthesis, which generates a whole human

head, including face and Face-swap, which swaps

faces and facial e9pressions of two different peopl

e. There are deepfake videos of politicians like Ob

ama, Putin, Hillary, and celebrities' face-synthesiL

ed pornos created with the Face-swap method. [1,

2, 3] Such videos may cause social problems such

as fake news creation, defamation[4, 5, 6], so deep

fake related videos legislation[7, 8, 9] and fake fac

e detection have become critical issues to solve th

ese problems.

Current detection models stated in table 2, shows

Deepfake detection model based on fake 

attributes shown in images/videos 

Ran Heo

1

, Eunjin Cho

2

1

Dept. of Chemical & Biomolecular Engineering, Dongyang Mirae University,

hran9462Qgmail.com

2

Dept. of Mechanical Engineering, RMIT University, jintaLchoQgmail.com

Deepfake creation algorithm Method

Began[11] Face synthesis

CausalGAN[12] Face synthesis

faceswap/deepfake[13] Face swap

StarGAN[14] Face synthesis

Enri<ue SancheL and Michel

Valstar[15]

Face synthesis

MWGAN[16] Face synthesis

ALAE[17] Face synthesis

StyleGAN[18] Face synthesis

MSG-GAN[19] Face synthesis

FTGAN[20] Face synthesis

ProGAN[21] Face synthesis

StyleGAN v2[22] Face synthesis

COCO-GAN[23] Face synthesis

VAEGAN[24] Face synthesis

HoloGAN[25] Face synthesis

SPA-GAN[26] Face synthesis

FTGAN[27] Face synthesis

SEGAN[28] Face synthesis

StarGAN V2[29] Face synthesis

LSGAN[30] Face synthesis

DCGAN[31] Face synthesis

WGAN[32] Face synthesis

GAN2play[33] Face synthesis

Glow[34] Face synthesis

GANnotation[35] Face synthesis

deferred neural rendering[36] Face synthesis

neural te9ture[36] Face synthesis

Table 1. Various deepfake creation algorithms
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a high detection rate of specific fake images created

by the algorithm, which created a training image" Howe

ver, such detection models specialiLed in just one algorit

hm, so they can not guarantee the detection performanc

e of fake faces created by different algorithms"[10] As

Fake face creation algorithms are various continuously,

e9isting detection models cannot detect fake faces in

the real world" Therefore detection model which guaran

tee detection accuracy of new fake face creation algorith

ms is re<uired"

We defined images from Figure 1 and awkward image

s due to the flaws of the fake face creation process

as fake attributes presented images" In this paper, the

detection model comprises of CNN models that detect

each fake attribute and an Transformer model which

judge Real/Fake in the basis of those attributes" This

model is useful when a new fake face creation method

appears because it is possible to add a new CNN model

that trains a new fake feature" Model structure and

code are available in GitHub so researchers can contribu

te this model to improve detection accuracy"

The proposed detection model is enough to train

with Nvidia RTX 2070 SUPER when other detecti

on models used Nvidia Titan X GPU[37], Nvidia

Tesla P40 GPU[3B]" It is because of training with

(a)

(b)

(c)

Figure 1" Example of Image with fake features (a) Face blur 
Images not showing eyes, nose and mouth (b) Face noise 

showing Images (c) Images Glasses without glass legs

Detection model Data set used

McCloskey and Albright (201B)

[39]

NIST MFC201B

Yu et al" (2019) [40] Own

(ProGAN, SNGAN,

CramerGAN, MMDGAN)

Wang et al" (2019) [3B] FFXX, DFDC, Own

(PGGAN, StyleGAN2,

StarGAN, STGAN,

StyleGAN, STGAN)

Stehouwer et al" (2019) [41] DFFD (ProGAN, StyleGAN)

Nataraj et al" (2019) [42] 100G7Faces (StyleGAN)

Neves et al" (2019) [43] 100G7Faces (StyleGAN)

FSRemovalDB (StyleGAN)

Marra et al" (2019) [44] Own

(CycleGAN, ProGAN, Glow,

StarGAN, StyleGAN)

Zhou et al" (201B) [4,] Own

Afchar et al" (201B) [4-] Own

Güera and Delp (201B) [47] Own

Yang et al" (2019) [4B] UADFV

Li et al" (2019) [49] UADFV

DeepfakeTIMIT

RZssler et al" (2019) [,0] FFXX

Matern et al" (2019) [,1] Own

Nguyen et al" (2019) [,2] FFXX

Agarwal and Farid (2019) [,3] Own (FaceSwap, HT)

Sabir et al" (2019) [,4] FFXX

Bharati et al" (201-) [,,] Own

(Celebrity Retouching,

ND7IIITD Retouching)

Tari< et al" (201B) [,-] Own

(ProGAN, Adobe Photoshop)

Wang et al" (2019) [,7] Own

(InterFaceGAN/StyleGAN)

Jain et al" (2019) [,B] Own

(ND7IIITD Retouching,

StarGAN)

Marra et al" (2019) [,9] Own

(Glow/StarGAN )

Zhang et al" (2019) [-0] Own

(StarGAN/CycleGAN)

Amerini et al" (2019) [-1] FFXX

Table 2" Detection model and Dataset used in Detection

model
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filter applied images that are suitable for each fak

e attribute, so unnecessary attribute e9traction is

reduced, and necessary attribute e9traction becom

es easy. Therefore it is possible to train with 100,

200 images, which are relatively small amounts of

images, and possibly build models despite the har

dware not being high7end. This process disentang

les the restriction which occurs during the deepfa

ke detection study and paves the way for more re

searchers to develop the model.

2. Related Works

2.(. Fake face generation method

2.(.(. Face synthesis

Face synthesis is a GAN(Generative Adversarial Netw

orks) based method to generate a whole face, including

hair. GAN consists of Generator, which generates imag

es and Discriminator, which judges Real/Fake. A gener

ator consists of Encoder and Decoder, where Encoder

learns image attributes and decoder reconstructs image

based on those attributes. Specifically, there are two

face datasets called A and B. Encoder trains facial

features in each dataset, then A decoder creates A

face, and B decoder creates B face. (Figure 2) Studies

that focus on maintaining hairstyle, hair color, eye color,

mustache, and facial e9pressions[63, 64, 6,] are actively

processed these days.

2.(.2. face swap

Face swap is a face generation method that swaps

a Source face to a Target face in original images/videos.

GAN generates faces to convert to Target Face during

this process. In the first step, it detects and aligns

the Source face in original images/videos, which is

an input value of Encoder. The decoder generates Targe

t:s Face based on the attributes e9tracted from Encoder.

The generated face is adjusted and inserted into the

original image, then smooth the boundary of it. (Figure

3) We can implement this method to both images/Iideo

s and generate faces using various GAN algorithms

in Figure 3 (c). However, it may display face color

mismatch or resolution mismatch and unnatural synthe

siLed boundary part between the generated face and

original image. (Figure 4)

2.2. Detection Model

2.2.(. Fake face Detection model with similar archit

ecture to this paper

Figure 2 states various fake face detection model

s. Li et al.[66], G�era and Delp[4A], Sabir et al. [4

8] use CNN and Transformer to attempt fake face

detection in fake videos. Li et al.[66] attempts fak

Figure 2. face synthesis algorithm E : Encoder , D (A)

: A Decoder, D (B) : B Decoder

(a)

(b)

(c)

Figure 4. Fake features shown in face swap (a) Face color

mismatch between original image and generated face (b)

Unnatural synthesiLed boundary (c) resolution mismatch

and unnatural synthesiLed boundary part between

generated face and original image

Figure 3. face swap algorithm (a) Face detection (b)

Face Crop and Face Align (c) GAN (d) Wrapping

face (e) Boundary smoothing
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e video detection with eye blink interval based on

the fact that fake video has less number of eye b

link that real video" To do this, CNN e9tracts fea

tures from eye images then Transformer checks e

ye blink interval"

Güera and Delp[47] attempt to detect fake videos

based on attributes shown in videos" CNN e9tract

s features per frame, then Transformer detects fa

ke videos in time flow to train video features"

Sabir et al"[4B] has a similar architecture to Güer

a and Delp[47], but the difference is that it adds

Face crop and Face align preprocess to make CN

N easy to e9tract features" Those three detection

models incorporate the CNN models and the Tran

sformer models to utilize characteristics in videos

to detect unnatural part in temporal flow"

2.2.2. Face detection model with better performanc

e GPU than proposed method

Dang et al"[@7] intends to build a model which d

etects fake face well even if data imbalance probl

em occurs because there are more real images�vid

eos than fake images�videos" It proposes HF-MA

NFA, which incorporates MANFA and XGBoost, t

hen attempts to prove the performance through th

e e9periment"

Wang et al"[@B] offers a model that can detect w

ell in four types of deformation(noise, blur, compr

ession, resize) in fake images and real images" It

proposes a fake face detection model that recogniz

es neuron activity during learning, and it perform

s e9periments on how well detect those four type

s of deformations" It also confirms how much the

proposed model can identify new data that does n

ot use in learning"

2.2.(. Techniques used in Detection model

2.2.(.(. CNN (Convolutional Neural Networ��

We use CNN detector to capture fake attributes, a

combination of SSD[-7] and Faster-RCNN[-B]" Faster

-RCNN is 2 Stage-Detector, and it detects fake charact

eristics in 2 stages" In the first stage, it uses RPN(Regio

n Proposal Network) to draw bounding bo9es in an

area with fake features while image comes as an input

value" The second stage checks if there is any fake

feature in bounding bo9es through R8I pooling" Faster-

RCNN[-B] is accurate because it goes the Convolution

process twice but has a disadvantage of a slow process"

SSD[-7] is a 1 Stage-Detector that detects fake

features in only one stage" It confirms if there is

any fake feature in pre-sized Default bo9es durin

g each Convolution process

while the input image

comes in" It has an advantage of speed because t

here is only one convolution process, but the ima

ge with less Convolution process has low-dimensi

onal features(straight-line, curve, do), so detection

rate possibly decreases in images that re<uire hig

h-dimensional features(eyes, nose, mouth, face)"

Considering such attributes, we use the SSD mo

del[-7] for features discovered in eyes, nose, mout

h then uses the Faster-RCNN model[-B] for only

a few features found in the face that results in d

etection model speed increase" It is because the fe

atures discovered in eyes, nose, mouth must detec

t fake features again after eyes, nose, mouth dete

ction" Where there are features found in the face,

we used SSD on low-dimensional features and Fa

ster-RCNN on high-dimensional features"

2.2.(.2. Transformer

We use BERT(Bidirectional Encoder Representations

from Transformers)[-M] for the Real�Fake judgment

Transformer model and BERT's fake and real image

judgment-making process" It judges Real�Fake based

on the relationship in fake features through Self-Attenti

on of Transformer[7E], and Feed-Forward Network"

E9plicitly, the fake features detected by CNN Detector

are computed 'i' times Scaled Dot-Product Attention

and determined which features are related" It merges

the result of 'i' times computation and multiplies the

weight matri9 then consolidate (Multi-Head Attention)

results" We use the Multi-Head Attention result value

of each feature as Position-Wise Feed-Forward Netwo

rk input value to Figure out how fake features are

related"

3. Methods

This paper suggests the detection model consists of
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five stages: preprocess, detection of fake features, fake

features determination, image, and video judgment. Th

e overall model architecture presented in Figure 5, and

the model architecture briefly e9plained step by step.

3.1. Data preprocess

We use face detection to crop facial part when images�

videos come in. The most optimiLed filters for each

feature applied in the face images, and then such images

are moved to the fake feature detection step. Researcher

s observe and classify fake feature data to find the

most optimiLed filter combination then find the most

suitable filter combination for each feature. The filter

combination consists of one filter to multiple filters.

When all the real images and fake images are in a

sortable state, then nominate the filter as suitable.

3.2. Fake Feature Extraction

We e9tract fake features discovered in images�vi

deos with the CNN model in this stage. Then we

classify the data in each fake feature and constru

ct CNN models that detect such features. Images

that applied filter for each feature are used as the

input value for the CNN model to classify throug

h whether the feature e9ists or not. Considering p

rocess speed, each model that detects fake feature

s processed in parallel, and the results returns. V

arious generate methods, and fake features are va

rious in each generation method, so real7time dete

ction is difficult.

3.3. Fake Feature Judgment

The Transformer model judges Real�Fake based on

the fake feature information which is previously detecte

d. Fake feature information is bounded to related one

and used as Transformer model input value. This proces

s is essential because there is a single fake feature

that judges Real�Fake and a combination of multiple

fake features that judges Real�Fake.

3.�. Image Judgment

Image judgment uses 3.3(fake feature judgment) resul

t as the input value. Fake feature judgments divide

into multiple cases, so the entire decision can be made

when image judgment with Transformer. When images

come in as input value, image judgment finishes. When

(a) (b)

Figure 5. Whole detection model architecture (a) Image detection process (b) Video detection process
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the input value is a video, iterates as many times as

the number of video frames times the process of 3.1(data

preprocess) to 3.+(image judge) and video judgment

starts.

3.5. Video Judgment

Video judgment uses the result value of the selected

number of frame images. Video is a set of multiple

images, so each image:s information is gathered to

judge the Real/Fake of video.

4. Experiments

4.(. Experimenta5 Environment

4.(.(. Dataset

The Models in Table 3 generates data to construct

the detection model training data. Since there are fake

images created with various real-world models, more

fake feature detection makes a more useful detection

model available in reality. Therefore we set detection

model training data to include various data in more

generate algorithms. We excluded less than 100 generat

ed data or less than 100 numbers of fake features and

created CNN Detector using 17 of the total 28 data

generated by the algorithms presented in Table 3.

For a straightforward approach and prevent biased

results, we use public data called generated photo[71]

and celeb-A[72] as fake face data set and real face

data.

4.(.2. Eva5uation

We used FPR(False positive rate), Recall, AUC(Area

Under Curve) for evaluation. FPR, the index of the

detection probability where it detects real data as fake

data. The Recall is an index of the likelihood of detecting

fake data as fake. AUC is an index of the ROC curve(Rec

eiver Operating Characteristic curve) area that its x-axi

s indicates FPR(1), and the y-axis indicates Recall

(2). The model:s FPR, Recall represented in the coordin

ate plane by Threshold, is called the ROC curve. AUC

is the calculation of the base area of the graph to compare

this graph with other models quantitatively.

The critical part of deepfake detection is to detect

fake and real faces, respectively, accurately. Therefore,

a high Recall (2) model indicates the probability where

it detects the fake data to be fake and a low FPR (1),

indicating the probability that real data predicted to

be fake is an excellent detection model. Besides, if AUC

is closer to 1, it is an excellent detection model because

AUC is the ROC curve area, and the ROC curve compreh

ensively represents by the Threshold.

4.(.3. Training and Test Environment

Training and test environment is stated below.

OS : Ubuntu 18.0+

CPU : AMD RyLen 5 2+00G

GPU : Nvidia RTU 2070 SUPHR

RAM :

DDR+ 32GB

4.2. Test for detection rate improvement when

fa�e features are added.

In reality, there are images created with various genera

te algorithms, and new generate algorithms continuousl

y spread. On the other hand, detection models have

lower detection rates when features that have not been

learning appear. Therefore, the detection rate should

be guaranteed when the detection model improved to

prepare for images of new features. To this end, we

tested whether the detection rate increased when CNN

Detector added to the detection model. The test methods

are as follows.

a. Conduct detection of test sets with existing det

ection models learned from data provided by Face

book [73].

b. Proceed CNN Detector training with the data p

resented in Table 1 and supplement the model to

conduct the test again.

c. Compare the detection rate before and after add

ing fake features and prove that the proposed mo

del:s detection rate increases.

 


(1)

 


(2)
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Figure 6 states the test result of the trained model

with the Facebook dataset and Facebook dataset and

dataset presented in Table 3. Recall, which indicates

whether fake face data was detected well, was low

at 2%, and FPR, which suggests whether real face

data was detected incorrectl0, was low at 1.6%. AUC,

which calculates the base area of the R8C curve that

shows Recall and FPR of the detection model according

to the Threshold, is low at 0.002. However, Recall increa

sed to 75%, FPR decreased to 0.1%, AUC increased

to 0.77 after the model supplement b0 adding a CNN

detector with data stated in Table 3.

The detection rate increases when there are mor

e fake features that can be detected based on test

results. The Facebook model can identif0 14 fake

features, but the model that added CNN Detector

as the data in Table 3 can discover 35 counterfeit

features. Therefore it proves that detection rate is

guaranteed when the CNN detector increases, iden

tif0ing the fake features.

4.3. Comparison to the model used high-end GPU

We aim to prove that the detection model, which does

not use high-end hardware, can perform a high detectio

n rate b0 comparing them with high-end GPUs. Various

researchers need to participate In detecting various

fake images in realit0, as there are limitations in researc

h if detection models can be learned onl0 with high-end

GPUs. Therefore, we aim to ease the constraints of

deepfake detection studies and allow more researchers

to participate in fake image detection studies.

In the e9periment, we compare models using GP

Us that performed better than the RTU 2070 GPU

s used for model learning [37, 38]. Each model for

comparison, as outlined in Table 4, does not e9pe

riment using a unified dataset. Moreover, the code

is not public, so the comparison is conducted base

d on AUC, the performance evaluation inde9 liste

d in the paper. (Table 4)

In the comparison result of the AUC evaluation inde9

of our proposed detection to the detection models in

[37] and [38], our proposed model performs appro9imate

l0 0.13 lower. (Table 5) However, as 4.2 states that

the detection model performs better as it adds more

fake features than [37], [38].

Therefore, the additional CNN Detector can lead

to higher detection rates than detection models usi

Figure 6. Detection model test result

Deepfake creation

algorithms

Total number

of data

Number of

data used to

train

Began[11] 512 Images 512

CausalGAN[12] 300 Images 140

faceswap�deepfake[13] 1,576 Images 1,576

StarGAN[14] 2,240 Images 1,747

Enri<ue SancheL and

Michel Valstar[15]

9,216 images 8,694

MWGAN[16] 1,281 Images 500

ALAE[17] 184 Images 184

St0leGAN[18] 1,000 Images 1,000

MSG-GAN[19] 1,000 Images 1,000

FTGAN[20] 1,000 Images 581

ProGAN[21] 1,000 Images 501

St0leGAN v2[22] 1,000 Images 579

C8C8-GAN[23] 1,024 Images 941

VAEGAN[24] 700 Images 637

HoloGAN[25] 640 Images -

SPA-GAN[26] 401 Images -

FTGAN[27] 310 Images -

SEGAN[28] 300 Images -

StarGAN V2[29] 362 Images -

LSGAN[30] 100 Images -

DCGAN[31] 100 Images -

WGAN[32] 100 Images -

GAN2pla0[33] 64 Images

Glow[34] 3 Images -

GANnotation[35] 1 Video -

deferred neural

rendering[36]

Webcam -

neural te9ture[36] Webcam -

Table 3. Total number of data created b0 deepfake

algorithms and data with fake features
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ng high-end GPUs and requires several researche

rs to detect various images that appear in real lif

e.

5. Conclusion

Efforts have made to prevent the abuse of deepfake

continuously From 2007 to the present. In this paper,

the detection model can be used in practice by a continuo

us supplement in the detection model consistently, CNN

models learn fake features and the detection model

structure that final judgment made with Transformer

models proposed. Test results for the detection model

showed that Recall achieved 85%, FPR 0.1%, and AUC

0.77.

The proposed model mainly focuses on fake fea

tures, so there is a limitation when there is a ne

w deepfake creation algorithm. To create a detecti

on model with a high detection rate in new gener

ation algorithms requires the continuous addition o

f CNN Detector with the participation of research

ers.

It is also essential to store and share data, while

Transformer integrated training requires previousl

y trained data. If data is not shared, there is a li

mit to the integrated model creation� otherwise, it

creates a non-shared model. To overcome this lim

itation, we aim to enable data sharing around Git

hub, which has released the detection model code

to share data among researchers. We attach the

Google drive address to GitHub to allow research

ers to download data and upload new data throug

h requests easily.
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Abstract

Deep reinforcement learning agents often fail
to perform control tasks in unseen environ-
ment scenery directly from learning on high-
dimensional states as images. Although convolu-
tional neural network advances in computer vi-
sion have shown promising results for success-
ful image classification, the current situation of
reinforcement learning agents still lacks data-
efficient learning from pixel-based state and gen-
eralization to new environments.

Recently, data augmentation techniques demon-
strated improved data-efficiency that reached
with state-based reinforcement learning agents
results and showed state-of-the-art methods
across various benchmarks.[2] However, it was
empirically proven that different environments
and tasks benefit from different kinds of data
augmentation techniques. [4] In this paper, we
introduce a method that makes a robust training
of RL agent with regularizer based on Fourier
domain adaptation method. Moreover, we offer
a design of efficient learning of a network that
augments synthetic images based on influence
function and randomized convolution network.

Keywords— Data augmentation, reinforcement learn-
ing, model-free RL

I. INTRODUCTION

In deep reinforcement learning (RL), the recent devel-
opment of techniques leads to the successful training of
agents in simulations. For example, tasks such as playing
video games, continuous control of the simulated car from
a dashboard camera, and robot control that can grasp, push
and pick complex objects in a cluttered environment were
a notable success that discovered in recent years. However,
when agent trains to perform complex tasks such as contin-
uous multi-tasks of a robotic arm using high dimensional
observations such as pixels, it frequently fails to generalize
to unseen situations.

Usually, reinforcement learning agent training with the
limited environmental interaction in a real-world appli-
cation as a robotics control is a challenging task. Con-
sequently, frequently the attempts for learning more effi-
ciently on data result in severe over-fitting and limited task
performance. Besides, it has empirically shown that rein-
forcement learning algorithms that use high dimensional
observations such as pixels have a lower learning rate com-
pared to the state observation mainly because of sample-
inefficiency of the methods.

Data augmentation methods have proven high effec-
tiveness in computer vision and speech fields. [5] The
approach for reinforcement learning field has shown im-
proved results in data-efficiency and also in the overall
performance of agents.[2] Simple implementation and no
additional auxiliary loss provide robust training over var-
ious environments for all standard model-free actor-critic
algorithms. The nowel papers present that preserving Q-
function for augmented and original images leads to faster
convergence of agents.[1] More researchers focus on ap-
proaches on how to combine or choose augmentation tech-
niques for specific environments and tasks. [4] In the pa-
per, we focus on the current trends in data augmentation
techniques for reinforcement learning agents and what are
the potential strategies to improve the performance of the
system.

II. LITERATURE REVIEW

A. CURL: Contrastive Unsupervised Representations for
Reinforcement Learning

This work aims to answer the following question - can
pixel-based RL be as efficient as RL from coordinate state?
Traditionally, it has been widely assumed that pixel-based
RL is data inefficient, often taking 100M+ interaction steps
to solve benchmark tasks like Atari games. On the con-
trary, they show for the first time that the answer is yes.
[6]

CURL learns contrastive representations jointly with
the RL objective. The representation learning is done as
an auxiliary task that can be coupled to any model-free
RL algorithm. In the paper, they combine contrastive rep-

1
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resentation learning with two state of the art algorithms
(i) Soft Actor Critic (SAC) for continuous control and (ii)
Rainbow DQN for discrete control. Contrastive representa-
tions are learned by specifying an anchor observation, and
then maximizing / minimizing agreement between positive
/ negative pairs through Noise Contrastive Estimation. A
high-level diagram of CURL is shown above. The CURL
is the first image-based algorithm to nearly match the
sample-efficiency of methods that use stat-based features.
The techniques can be used in area like robotics where
data-efficiency is paramount. In the research, contrastive
learning will have a part as encoder-decoder networks be-
cause we believe that it produces the most accurate hidden
space representation of high dimensional states.

B. Reinforcement Learning with Augmented Data

In the paper, authors show how data augmentation im-
proves performance and generalization abilities of standard
RL algorithms, both on and off-policy. They combine data
augmentation with (i) Soft Actor-Critic (SAC) for solving
tasks on DeepMind control and (ii) PPO for ProcGen envi-
ronments. The method does not change the underlying RL
pipeline - it only augments the underlying data.[2]

Random crop, stand-alone, has the highest impact on
the final performance relative to all other augmentation on
DeepMaind control. The paper is a SOTA algorithm that
can be applied on top of all reinforcement learning algo-
rithms. Based on the results of the paper, we will use the
augmentation techniques with an auxiliary neural network
as an influence function to choose the augmentation tech-
nique for each environment. We believe that the augmenta-
tion as random cropping has a high impact on the way neu-
ral networks train useful features for the majority of simu-
lators, even though that augmentation is not the best tech-
nique for all. Thus, we believe in an extension of the idea
of data augmentation with the neural network to choose the
best method for each environment.

C. Image Augmentation Is All You Need: Regularizing
Deep Reinforcement Learning from Pixels

In recent research papers related to reinforcement learn-
ing techniques based on pixel-based model-free algo-
rithms, they utilize auxiliary losses or pre-train that forces
each algorithm to be modified specifically based on its
structure. The paper states that high capacity level encoder
could lead to severe over-fitting while using lower size en-
coder could have a low performance for the unseen envi-
ronment. Author say that, there are a number of approaches
currently present in the research world to deal with the
learning from pixels problems such as pre-training using
self-supervised learning, training with auxiliary losses, and
data augmentation. The authors approach using a simple
data augmentation technique that improves data efficiency
and makes learning faster. While using the augmentation

technique, it can reach SAC’s state performance on pixel-
based SAC using the augmentation method. They called it
as DrQ: Data-regularized Q, which can be combined with
any model-free reinforcement learning algorithm. In more
detail, the authors’ key idea of using standard image trans-
formation as well as regularize the Q-function learned by
the critic so that different transformations of the same in-
put image have similar Q-function values. While in the pa-
per mentioned various amount of image transformations
to the input image the most important one was random
shifts, which shows a good balance between simplicity and
performance.[1]

Furthermore, to fully exploit the MDP structure, they in-
troduced the optimality invariant state transformation. For
every state using transformation, it was possible to gen-
erate several surrogate states. Thus the Q-target function
should be regularized with the augmented data. They took
an averaging the Q-target over K image transformations
and Q-function itself over M image transformation. The
paper introduced a simple regularization technique that can
be easily applied to any model-free reinforcement learning
algorithms and get fast generalization and robust training.
To conclude the results of the paper, we are feeling that
introducing another regularizer to preserve the optimality
invariant state the data-efficiency will lead to robust data-
efficient training.

D. Automatic Data Augmentation for Generalization in
Deep Reinforcement Learning

In the paper, the authors propose UCB-DrAc, a method
for automatically determining an effective data augmen-
tation for RL tasks. The main idea is that the upper con-
fidence bound (UCB) algorithm considers the number of
augmentation techniques as a multi-armed bandit prob-
lem and chooses based on Q-function value and num-
ber of times transformation has been selected. Augmen-
tation transformation functions synthesize additional ob-
servations for every environment that increase the data-
efficiency of images. The method improves training per-
formance in Procgen benchmark on both train and test en-
vironments and outperforms recent papers as RAD and
CURL. The UCB-DrAc is robust to numerous variations
in a simulated environment and SOTA algorithm for con-
tinuous and discrete action space among all popular bench-
marks.

III. CONCLUSION

RL agent in model-free learning that has a high-
dimensional pixel-based observation matches the state-
based observation level when the data augmentation tech-
niques applied to generate transformed images. The sim-
ple idea without any additional auxiliary loss and regular-
ization techniques shows decent results. Although in re-
cent research, it proved that preserving Q-function values

2
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for the different transformed images as well original im-
age could lead to further data-efficiency and robust learn-
ing for complex environments. Further, there are papers
which state that applying different augmentation function
for various environments leads to higher results. That pa-
per ”Automatic Data Augmentation for Generalization in
Deep Reinforcement Learning” is a SOTA algorithm that
has a potential for extension by introducing a differentiable
transformation matrix. The transformation generalizes all
kinds of augmentation techniques presented in various pa-
pers into a single function with various parameters.[3] I
believe that the transformation function for augmentation
with the UCB-DrAc algorithm will generalize over the dif-
ferent environments.
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Abstract

We present a novel method that can solve semi-
supervised learning problems via deep metric
learning. By minimizing the embedding distance
between unlabeled data and sample labeled data,
the proposed deep neural network leverages the
unlabeled data information effectively. In ex-
periments, we demonstrate that our method is
comparable to state-of-the-art methods on the
MNIST dataset. Using t-SNE, we analyze the
data locations in the embedding space and ver-
ify that unlabeled data are accurately classified.

Keywords— Semi-supervised learning, Deep metric
learning

I. INTRODUCTION

Semi-supervised learning tasks aim to accurately train
deep neural networks using only a small amount of la-
beled data and unlabeled data [2], where the key to semi-
supervised learning is how to appropriately leverage un-
labeled data features. Semi-supervised learning has been
applied to diverse areas, in which unlabeled data are avail-
able, such as face recognition [4], image retrieval [1], and
neural language parsing [11].

In this paper, we propose a novel semi-supervised learn-
ing method based on deep metric learning [6], where un-
labeled data that are close to labeled sample data in the
embedding space considerably improve the classification
accuracy. For this objective, we modify the soft-max func-
tion proposed by [2] into a metric soft-max function, which
uses the largest probability value of the unlabeled data. Be-
cause semi-supervised learning has a small amount of la-
beled data and can cause data imbalance, we adopt the fo-
cal loss [12] to address this imbalance problem.

our contribution are two-folds as follows:

• We propose a novel metric classification loss based
on a metric soft-max function in a semi-supervised
learning framework, in which we measure the simi-
larity between probability distributions of unlabeled
data and labeled sample data in embedding space.

• We enhance the classification loss using the focal loss.

II. RELATED WORK

A. semi-supervised learning

Semi-supervised learning is in between supervised and
unsupervised learning, in which datasets are typically di-
vided into labeled and unlabeled data [2]. The key issue
in semi-supervised learning is to use labeled data infor-
mation efficiently to handle unlabeled data. Thus, many
methodologies attempted to solve this issue as follows. Us-
ing generative models, a new labeled data was generated
from unlabeled data by variational autoencoder(VAE) [9],
which follows original labeled data distributions. A sim-
ple regularization method [16] has been proposed, which
generalizes a small training set by inducing noise within
the training set, which helps improve the semi-supervised
learning performance. Label propagation approaches [7, 8]
were proposed for semi-supervised learning. The former
proposed a transductive label propagation method satisfies
the manifold assumption and can generate pseudo-labels
for unlabeled data. The latter used the dynamic graph of
labeled and unlabeled data for label propagation.

In contrast to these methods, we solve semi-supervised
learning problems in a metric learning framework and
present a novel deep neural network.

B. deep metric learning

Metric learning aims to find the optimal distance func-
tion to measure the similarity among samples accurately.
Deep metric learning uses deep neural networks for met-
ric learning. Chopra et al. [3] proposed a Siamese CNN
architecture, which extracts features of two images on the
embedding space and measures the l2-norm distance be-
tween two features. Schroffet al. [15] presented a triplet
loss-based deep metric learning method to align matching
and non-matching face, in which anchor, positive, and neg-
ative sample were employed. Using the triplet loss, same
class data are close to each other, whereas different class
data are far from each other in the embedding space

In contrast to these methods, we used a metric soft-
max function To leverage unlabeled data information in the
course of deep metric learning process.

1
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III. PROPOSED METHOD

The goal of the proposed method is to perform clas-
sification and metric learning tasks at the same time. To
leverage unlabeled data information, we propose a metric
softmax-based objective function, which combines cross
entropy with focal loss.

A. metric softmax

We denote the labeled data XL =
{
(xi

l ,y
i
l)
}n

i=1 and un-
labeled data XU = {(xi

u)}k
i=n+1, where xl ,xu ∈ RD, yl ∈

{1,2, ...,C}, C is a number of classes, D is a input dimen-
sion, and k is a total size of dataset. For training, we use
sample data {zc}C

c=1 ∈ xl , which contains all classes.
For the labeled data, we adopt a softmax function S to

convert features into discrete probability distributions.

S( f (xl)) =
e f (xl)

∑∀ class e f (xl)
, (1)

where f (xl) denote the deep neural network that extracts
features of xl . For unlabeled data, we use a subset of la-
beled data, zs, which are the closer to unlabeled data xu
than the other labeled data, zr, in the embedding space, as
follows:

d(xu,zs)< d(xu,zr), (2)

where d denotes a l2-norm distance, as follows:

d(xu,zc) = ||xu − zc||2. (3)

We propose a metric softmax function Smetric, which con-
verts the distance between unlabeled and labeled data into
discrete probability distributions in the embedding space.

Smetric ( f (xu), f (zc)) =
e−d( f (xu), f (zc))

∑∀ class e−d( f (xl), f (zc))
, (4)

where a small distance induces a large probability value in
the proposed metric softmax function Smetric.

B. objective function

Given x =

{
xl(labeled)
xu(unlabeled) , we use (xl ,yl) for train-

ing, if x is a labeled data, Otherwise, we use (xu,zc). We
design the label loss Ll as a traditional cross entropy loss.

Ll =−
n

∑
i=1

yi
l logS

(
f (xi

l)
)
. (5)

We calculate the unlabel loss Lu, as follows:

Lu =−
n

∑
i=1

pi
t log(pt), (6)

where pt = Smetric( f (xu), f (zc)) in (4). We enhance Lu in
(6) into L f

u using a focal loss to make labeled data more

Fig. 1. Basic idea of the proposed metric softmax. we embed
data using our network f and measure the distance between prob-
ability distributions of unlabeled data and labeled sample data in
embedding space.

influential in the loss calculation, because labeled data is
much less than unlabeled data.

L f
u =−

n

∑
i
(1− pt)

α pi
t log(pt), (7)

where α is a hyper-parameter. Then, the proposed classifi-
cation loss is as follows:

L = Ll +L f
u . (8)

C. Network Architecture

Module 28 × 28 grayscale
Conv-ReLU-BN (16, 3×3, 1×1) 16 × 28 × 28

Max-Pooling (2,×2, 2×2) 16 × 14 × 14
Conv-ReLU-BN (32, 3×3, 1×1) 32 × 14 × 14
Conv-ReLU-BN (32, 3×3, 1×1) 32 × 14 × 14
Conv-ReLU-BN (64, 3×3, 1×1) 64 × 14 × 14
Conv-ReLU-BN (64, 3×3, 1×1) 64 × 14 × 14

Max-Pooling (2,×2, 2×2) 64 × 7 × 7
Conv-ReLU-BN (128, 3×3, 1×1) 128 × 7 × 7
Conv-ReLU-BN (128, 3×3, 1×1) 128 × 7 × 7

FC-ReLU (128) 128
FC-ReLU (10) 10

Table 1. The proposed convolutional network architecture.
(16,3 × 3,1 × 1) denotes the number of means channels, filter
size, and stride, respectively.

We implement our network f using a few convolutional
neural network layers and fully connected layers, which is
similar to that of [6]. Table 1 shows the detailed architec-
ture of the proposed network.

2
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IV. EXPERIMENTS

For training, we used the MNIST dataset and used 1000
labeled data and 59000 unlabeled data, where 100 for each
class. For testing, we used 10000 test data. We adopted the
SGD optimization and set the initial learning rate to 1e−4
and the batch size to 16. Experiments were performed on a
Windows 10 64-bit platform with Intel CPU i7 3.60 GHz
with NVIDA GeForce GTX 1080 Ti. The proposed method
was implemented using Python 3.7 and Pytorch 1.5.0.

A. Quantitative Comparison

Module Test error %
DGN (Kingma et al. ) [9] 2.40

Pseudo-label (Lee et al. ) [10] 3.46
SSL with GAN(Odena et al. ) [14] 3.36

Virtual Adversarial (Miyato et al. ) [13] 1.36
Association (Haeusser et al. ) [5] 0.74

Ours 1.48

Table 2. Quantitative results of semi-supervised classification
for the MNIST dataset. We used 1000 labeled data. The best re-
sults were written in boldface.

Table 2 shows that our method is the second-best algo-
rithm and quantitatively comparable to other state-of-the
art methods.

B. Metric learning visualization

Figure 2 shows t-sne results of the proposed metric
learning, where the colored points represent labeled data
and gray color points are unlabeled data. As shown in the
figure, unlabeled data were well clustered based on labeled
data.

Fig. 2. t-SNE illustrates the locations of each unlabeled data and
labeled data after learning in the embedding space.

V. CONCLUSION

We presented a novel method that solve semi-
supervised learning problems using deep metric learning.
By reducing the distance of the embedding space between
unlabeled data and sample labeled data, The networks are
able to leverage information of unlabeled data effectively.
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Abstract 
 

Humans have the ability to learning new concepts and 
skills very efficiently from a few examples. In machine 
learning, meta learning is the research field that aims 
to achieve this ability, also known as learning to learn. 
This paper provides a brief survey on meta learning 
with various approaches and its application on 
classification and reinforcement learning   

Keywords— Meta learning, Machine learning, 
classification, 

I. INTRODUCTION  

        Meta learning is a subfield of machine learning 
where the algorithm is trained to infer a learning 
algorithm that works well on an unseen task with very 
few examples based on meta data. In meta learning, 
there are two phases: the training phase and the 
adapting phase. In the training phase, a distribution of 
tasks is given and the meta learning algorithm is 
trained to learn how to learn a task, also known as 
learning to learn. In the adapting phase, an unseen 
task is given and the meta learning algorithm needs to 
provide a learning algorithm that can solve the unseen 
task efficiently. Meta learning can be applied for 
reinforcement learning or supervised learning, such 
as classification. 

There are three common approaches of meta 
learning: metric-based, model-based and optimization-
based. The metric-based meta learning is similar to 
nearest neighbor algorithms. It tried to learning a good 
common kernel to embed the samples of tasks into the 
latent space in which we can easily distinguish samples 
using a distance function. The candidates for this 
approaches are Convolutional Siamese Network [1], 
Matching Network [2], Relational Network[7], 
Prototypical Network[8]. Model based meta learning 
approach is the methods that try to extract and maintain 
the commonality between tasks and store it inside the 
model for future use. Therefore, these methods usually 
have memory in their architecture (external memory or 
internal memory) or have a special type of weight (fast 
weight or slow weight). Memory-Augmented Neural 

Networks [3], Meta Network [4] are the candidates for 
this approach. Optimization Based meta learning focus 
to learn the optimization process. It can be learning a 
good initialization or learning a good optimizer for a 
group of tasks. LSTM Meta-Learner [5], Model 
Agnostic Meta Learning [6] and Reptile[9] represent 
for this approach.    

This paper will go through some of the methods, 
representing for each approach mentioned above. We 
not only provide a vast knowledge of meta learning to 
provide an overview of the meta learning but also 
provide a closed look to each approach to help the reader 
distinguish between methods and approaches. This 
survey will be very helpful for new researchers to begin 
first step in meta learning field and for senior researches 
to look back on their knowledge. Engineers can also 
refer to this paper to choose a good algorithm for their 
product.    

II. META LEARNING PROBLEM 

In this session, we will define the meta learning 
problem in detail and provide some common terminology. 
As mentioned before, the meta learning model usually is 
trained over a distribution of tasks. These tasks need to 
share some commonality. Each task is associated with a 
data set 𝐷𝐷 which contains both input features and ground 
truth labels. The optimal model will be acquired by: 

𝜃𝜃∗ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥𝜃𝜃𝐸𝐸𝐷𝐷∼𝑝𝑝(𝐷𝐷)[𝐿𝐿𝜃𝜃(𝐷𝐷) ] 
In supervised learning, few-shot classification is an 

instance of meta-learning. The dataset D is often the 
combination of support set S and prediction set B. There 
is a terminology which is called K-Shots N-ways 
classification task: the support contain K labeled examples 
for each of N classes 

In meta reinforcement learning, the dataset D contains 
the trajectories given a specific task which is generated by 
the current policy. 

Training process for meta learning is a little bit more 
complicated than traditional supervised methods. Let’s 
say, we have D = {{xi,yi}}, our classifier is 𝑓𝑓𝜃𝜃  which 
output the label distribution given x, 𝑃𝑃(𝑦𝑦|𝑥𝑥) . The 
objective function will be: 

𝜃𝜃∗ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥𝜃𝜃𝐸𝐸(𝑥𝑥,𝑦𝑦)∼𝐷𝐷[𝑃𝑃(𝑦𝑦|𝑥𝑥)] 
The step by step procedure is  

1. Sample a subset of tasks in D 
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2. Get the corresponding support set and 
corresponding prediction set 

3. The support set and input feature of prediction set 
are the model input 

4. Compute the loss that minimizes the difference 
between model input and ground true label. Update 
model parameters through backpropagation 

5. Repeat 1-> 4 until model is converged  

III. METRIC BASED 

The idea of metric based meta learning is to learn a 
good kernel 𝑘𝑘𝜃𝜃.  Given the predicted input x, the predicted 
y depends on the distance or the similarity of input to the 
images in the support set after embedding them into the 
latent space by kernel 𝑘𝑘𝜃𝜃.  

 

A. Convolutional Siamese Neural Network 
 

 
Figure 1 The illustration of Convolutional Siamese 

Neural Network 

Siamese Neural Network is composed of two 
identical network branches which share weight with 
each other and receive two input feature vectors. 
Convolution Siamese Neural Nework uses two 
branches of convolutional network to embed two 
input images to feature space and then compare 
distance between them to see they are in same class 
are not. The illustration of Convolution Siamese 
Neural Network is shown in the figure 1. In the testing 
phase, the tested image is compared in sequence with 
every image in the support set. The final class of the 
input is the class of support image which gives the 
lowest distance. 

B. Matching Networks  
Matching networks defines a probability 

distribution over output labels y given a test example 
x conditioned on the support set. The classifier output 
is the sum of labels of support samples weighted by 
attention kernel 𝑘𝑘(𝑥𝑥, 𝑥𝑥𝑖𝑖) which is proportional to the 
similarity between x and 𝑥𝑥𝑖𝑖 . The illustration of 
matching network is shown in the Figure 2.  

 

𝑃𝑃(𝑦𝑦|𝑥𝑥, 𝑆𝑆) =  ∑ 𝑘𝑘(𝑥𝑥, 𝑥𝑥𝑖𝑖)𝑦𝑦𝑖𝑖
(𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖)∈𝑆𝑆

  , 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑆𝑆 = {(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖)}𝑖𝑖=1
𝑘𝑘

 
The attention kernel is a function of support set 

feature encoding function, g, and input feature 
encoding function. One example of attention kernel 
is the cosine similarity 

𝑘𝑘(𝑥𝑥, 𝑥𝑥𝑖𝑖) = exp (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒(𝑓𝑓(𝑥𝑥), 𝑔𝑔(𝑥𝑥𝑖𝑖))
∑exp (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒(𝑓𝑓(𝑥𝑥), 𝑔𝑔(𝑥𝑥𝑗𝑗)) 

 

 
Figure 2 The illustration of Matching Network 

IV. MODEL BASED 

Model based meta learning depends on a model 
designed for fast learning. The fast learning can be 
achieved by internal architecture or embedded memory 

 

A. Memory-Augmented Neural Networks 

 
Figure 3 General Architecture of External Memory 
based meta learning 

Memory Augmented Neural Networks use an external 
memory storage to enhance learning process. With an 
external memory, the network easier to remember the 
commonality between tasks, and quickly incorporate new 
information for new task in testing phase. The general 
architecture of these networks are presented in Figure 3 

 

B. Meta Networks 
Meta networks designed a meta-learning architecture 

that can rapid adaptive to new task. The network is the 
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combination of slow weights and fast weights. The slow 
weight are updated by normal stochastic gradient descent. 
The slow weight aim to store the commonality between 
tasks. The fast weights are generated by a neural network 
which utilize the meta information between task. The fast 
weights aim for adapt to different task. 

 
Figure 4 Fast weight and slow weight architecture 

V. OPTIMIZATION BASED 

Optimization based method change the optimization 
process by either learn a good optimizer which suitable for 
meta learning or generate a good weight initialization   

A. LSTM Meta Learner 
The meta learner is modeled as a LSTM which 

sequentially received gradient of loss, loss and the 
weight to produce the updated weight.  

 

Figure 5 LSTM meta learning architecture 

B. MAML 
Model-Agnostic Meta-learning (MAML) is the paper 

that focus to learn an initialization for model weight 
which is suitable for a group of task. Using this weight 
initialization, the meta learner can quickly find the 
optimal weight with very few gradient step. MAML can 
be applied easily to few shot learning for computer vision 
task and reinforcement learning of regardless of model 
architecture. 
 

VI. CONCLUSION 

In this paper, we provide a quick look over the meta 
learning research field. Due to the limit length requirement 
of the paper, we cannot provide all detail information. 
Readers who want to get more detailed information can 
refer to the reference list. Meta learning is emerging and 
gradually get more attention from researchers. The future 
research directions for meta is diversity. However, we 
think that improving meta generalization, multi-modality 
methods and reduce computational cost is a good way to 
go. We hope that the paper provides good general 
knowledge and terminology to help the reader approach 
meta learning and make your great research in the future.   
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Abstract

This paper reviews and investigates the effec-
tiveness of the attention mechanism in the input
embedding and output fusion step of a state-of-
the-art deep learning architecture in the visual
question answering (VQA) problems. In various
computer vision tasks, attention techniques bring
the huge improvements and interpretable vision
by indicating the most important regions in the
input that contribute to the discriminative fea-
tures for classification and recognition. We focus
on a recent study “Deep Modular Co-Attention
Networks” that applied the self-attention with
multi-head approach in both text and image fea-
ture domains, establishing the new state of the
art in the challenging benchmark dataset VQA-
v2. To this end, a proposal extension to the ex-
isting architecture with an attention block in the
fusion step is experimentally conducted show-
ing the improvements and superior capability in
answering the visual questions over the original
model.

Keywords— VQA, Deep Learning, Self-Attention

I. INTRODUCTION

One of the most challenging and interesting computer
vision problems is the visual question answering (VQA)
that requires both understanding in visual content of image
and the textual information in the questions to infer the
correct answers [1,2], Figure 1. VQA task is more difficult
than other vision-language tasks such as visual captioning
[3,4] and visual grounding [5] when VQA needs to attain
well the understanding concurrently image and meaning of
the text in question and predict a correct answer. To resolve
this multimodal learning problem, Yu et. al [6] introduced
an attention-based framework that can learn the interaction
between the text and the image clues so that it can model
the intramodal word to region to improve the deep reason-
ing for better final performance. This work is inspired by
the self-attention (SA) in Transformer structure in the ma-
chine translation task [7], and modified the SA block to

get another variant block with guided-attention (GA) to get
more interaction between text and image modalities. At the
end of each modality stream, the authors in [6]] used a fu-
sion by addition or concatenation to get the final feature be-
fore classification. This conventional fusion methods in the
[6], however, didn’t reflect the strong relation between the
two modalities. We propose a simple version of a learnable
fusion that can emphasize which modality is more impor-
tant, and the more experiments show the effectiveness of
the proposed fusion method by outperforming the original
model with +0.12% accuracy in overall when evaluating
on VQA-v2 dataset.

Fig. 1. Two examples of the visual question answering task. In-
puts are an image and a corresponding question, output is one of
the answers: yes or no?

II. METHOD

A. Original network

Each modality is fed into one separate learning stream
and they are fused at the end of the process followed by a
fully connected layer.

Fig. 2. The original framework for VQA task with the conven-
tional fusion (add or concatenation) before the final classification
layer.

1
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B. Attention Blocks Construction

The multi-head attention has been applied showing the
big impact in learning the presentation of the text data.
With the query q ∈ R1×d , a key matrix K ∈ Rn×d and a
value matrix V ∈ Rn×d , the attention weight over the V is
determined by the following equation:

S = Attention(q,K,V ) = σ
(

qK√
d

)
.V (1)

Where σ is softmax or sigmoid function that outputs
the value between 0 and 1. The multi-head composes of
several paralleled heads which specified by the scaled dot-
product function:

head j = Attention(qW Q
j ,KW K

j ,VWV
j ) (2)

Where W is the matrix projected for the jth head.

C. Proposed Network Extension

To manipulate the relation between the two stream out-
puts, a learnable alpha is constructed to fuse them (Figure
3). The original structure fused two output by conventional
way O = ∑2

i=1 FCi(xi), we extended this to an attention-
based fusion:

O =
2

∑
i=1

αiFCi(xi) (3)

where α is the learnable weight which can learn via the
backpropagation process. FC stands for “fully connected”
which indicates for the two outputs of the two streams cor-
responding to text and image modalities.

Fig. 3. The late attention-based fusion for the outputs of the two
modalities text and image.

III. EXPERIMENTS

A. Dataset

We evaluate the proposed method via VQA-v2 dataset,
a challenging and most popularly used in VQA task. This
dataset consists of question-answer pairs that were labeled
by human with the images from MS-COCO dataset [8].
Each image has three questions and 10 answers, the train-
ing set: 80k images + 444k QA pairs, the validation set:
40k images + 214k QA pairs.

B. Results

The validation accuracy in the validation set has been
reported in table 1. A simple yet effective fusion method
shows the clear improvements in the question types and
overall performance. It indicates that each modality (ei-
ther text or image) contribute partly for understanding the
task and it should not be treated as equally as the conven-
tional fusion method in original paper. The experiments
have been set to three individual random seeds trials. It
took 2 days for training until converge.

C. Table

Method All Yes/No Number Other
MCAN-VQA [6] 67.1 84.8 49.4 58.4
Proposed (run 1) 67.24 84.93 49.35 58.51
Proposed (run 2) 67.23 84.91 49.57 58.34
Proposed (run 3) 67.24 84.89 49.35 58.52

Table 1. Comparison the current state-of-the-art VQA model and
the proposed method in term of validation accuracy, running with
3 different trials of random seeds.

A visualization of the self-attention with multi-head at-
tention has been show the effectiveness in Fig 4.

Fig. 4. Example of the attended part in questions and images that
learned in the self-attention, multi-head, Figure from [6]
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Abstract

Reinforcement learning (RL) agents succes-
sively updates their parameters by way of re-
calling past experience via experience replay. It
is a well-known fact that prioritizing the experi-
ence judiciously can improve sample efficiency.
This paper considers a method for prioritizing
the replay experience for off-policy RL referred
to as Hindsight Goal Ranking (HGR) is proposed
by addressing the limitation of Hindsight Ex-
perience Replay (HER) that generates hindsight
goals based on uniform sampling. The proposed
method combined with Deep Deterministic Pol-
icy Gradient (DDPG) accelerates learning signif-
icantly faster than that without any prioritization.

Keywords— Reinforcement Learning, Multi-Goal Re-
inforcement Learning, Sparse Reward, Sample Effi-
ciency, Hindsight Goal Ranking

I. INTRODUCTION

Reinforcement Learning (RL) [7] is receiving escalat-
ing attention as a result of its successes in high profile
tasks that include exceeding human-level performance in
playing video games [3], defeating a Go master [6], and
learning to accomplish simple robotic tasks autonomously
[2].

Despite the many accomplishments, considerable chal-
lenges lie ahead in the transferring these success to com-
plex real world tasks. An important challenge that must be
addressed is to design a more sample efficient reinforce-
ment learning algorithm, especially in sparse reward envi-
ronments. To address this issue, Lillicrap et al. propose the
Deep Deterministic Policy Gradient (DDPG) [2], which
considers an agent that is capable of learning continuous
control. Schaul et al. [4] develop the Universal Value Func-
tion Approximators (UVFAs), which allows value function
approximation over both the states and any goal. Moreover,
to make the agent learn faster in sparse reward environ-
ments, Andrychowicz et al. [1] introduce Hindsight Expe-
rience Replay (HER) that enables the agent to learn even
from undesired outcomes. HER combined with DDPG lets

the agent learn to accomplish more complex robotic tasks
in a sparse reward environment.

In HER, the episodes and goals are uniformly sampled
from the replay buffer. It would be more sample efficient
if the episodes and goals are prioritized according to im-
portance. The challenge now is to determine a criterion for
measuring the importance of goals for replay. In this work,
the significance of a goal is judged by the Temporal Differ-
ence (TD) error, which is an implicit way to measure learn-
ing progress [5]. Within an episode, a future visited state
with high TD error will be labeled as hindsight goal more
frequently. The significance of an episode is measured by
the average TD error of the experience with its hindsight
goal set as one of the visited states in the episode.

The proposed method is applicable to any robotic ma-
nipulation task that an off-policy multi-goal RL algorithm
can be made use of. To evaluate the proposed method, ex-
periments on pushing task were conducted. We also com-
pare the sample efficiency of our method with baseline
Vanilla HER [1], Energy-Based Prioritization (EBP) [8],
and one-step prioritization experience [8].

II. METHOD

A. Two-step prioritizing hindsight goal

Instead of uniformly sampling future visited states as in
HER for relabeling to hindsight goals, this paper improves
sample efficiency by prioritizing the future visited states
within an episode according to the magnitude of the TD
error δ , computed by:

δ = R(s,a,g)+ γQφ−(s′,µθ−(s′,g),g)−Q(s,a,g)
This criterion has been considered as a proxy measure of
the amount which the RL agent can learn from an experi-
ence: concretely, the TD error measures how far the value
is from its next-step bootstrap estimate [5]. Specifically,
in the replay buffer, the importance of an experience with
a future visited state, which is probably become a hind-
sight goal, is ranked based on the magnitude of its TD er-
ror. Thus in the considered episode, the future visited state
with larger magnitude TD error will be labeled as hindsight
goal the following probability:

i ∼ P′( j, i) = 1
Z′ |δ ji|α

′
, i ∈ { j+1, . . . ,H}

where the normalization function Z′ =∑H−1
j=1 ∑H

i= j+1 |δ ji|α
′
,

1
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δ ji is the TD error of the jth experience and ith visited
state, H is horizon, i is index of future state, and j is in-
dex of sampled episode. Subsequently, the priority of the
nth episode in the replay buffer is defined as the average
TD error by K such that δ (n) = 1

K ∑K
k |δ (n)

k | where δ (n)
k is

the TD error of the kth experience-goal combination from a
total of K combination. Finally, the nth episode is sampled
with the probability as

n ∼ P(n) = 1
Z |δ

(n)|α

where the normalization function Z = ∑n |δ (n)|α . Here α
determines how much prioritization should be incorpo-
rated.

B. Prioritization and Bias trade-off

The bias of Q-value estimation when using prioritiza-
tion can be corrected by using importance-sampling (IS)
weights. Specifically, when updating the parameter of ap-
proximated Q-value function by using the experiences in
sampled episodes, the corresponding gradient is scaled by
multiplying with the IS weight of the episode:

wn =
(

1
Ne
. 1

P(n)

)β

where Ne is the number of collected episodes in the re-
play buffer, β is hyper-parameter to control how much
bias is corrected. Similarly, the bias induced by prioritiz-
ing episodes is compensated by:

w ji =
(

2
H(H+1) .

1
P′( j,i)

)β ′

where, H is horizon, β ′ plays a role similar with β , to con-
trol bias correction. The final IS weight to correct bias for
an experience-goal is computed by

w(n)
ji = wn.w ji

For new experience with an unknown TD error, the maxi-
mal priority, (Pt = maxi<t Pi), is assigned to guarantee that
all experience are replayed at least once. For more stable
convergence, the IS weights are normalized by their max-
imum 1/maxw(n)

ji , thus the gradient is only scaled down-
wards.

III. EXPERIEMENT

To verify the effectiveness of proposed method, the ex-
periment in pushing task is conducted. In this task, a box
is placed randomly on a table in front of the robot, and the
robot arm attempts to move it to a target location on the
table.
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Fig. 1. The pushing environment (left) and its success rate (right).

From Fig 1, our method shows the convergence sig-
nificantly faster compared to the others. Specifically, to
achieves 50%, 75%, and 95% success rate, our method
needs 115000, 145000, and 190000 samples, which is less
than Vanilla HER, PER and EBP 5, 2.8, and 1.2 times, re-
spectively. The final performance of the trained agent is
shown in Table 1. From the result, our method is outper-
formed EBP with 0.15 percent point.

Table 1. The final mean test success rate.
Vanilla PER EBP Ours

Push 93.0% 99.36% 99.71% 99.86%

IV. CONCLUSION

In this paper, a prioritized replay method for multi-goal
setting in the sparse rewards environment is considered.
The proposed method divides the prioritized sampling into
two steps: first, an episode is sampled according to the av-
erage TD error of experience with hindsight goals within
the episode, then, experience with hindsight goals lead-
ing to larger TD error is sampled with higher probability.
From the empirical results, the proposed method signifi-
cantly improves sample efficiency.
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Abstract

The current study focuses on classifying whether
a subject is with ADHD or not by deep learning
based on MFCC coefficients from visual coor-
dinate data which is extracted from VR games.
Distance data was extracted by obtaining the dis-
tance between two coordinates using the seri-
ally focused gaze coordinates. The distance data
was divided into 10 windows, and a total of 14
MFCC coefficients were extracted using the di-
vided data. The MFCC coefficients were figured
as Mel Spectrogram images in CNN. As a re-
sult of this study, ADHD classification accuracy
was higher when CNN was used than ANN.
The ANN model showed about 55% accuracy,
however, the CNN model produced about 71%
and 75% accuracy for two experimental game
datasets, respectively.

Keywords— VR, MFCC, deep learning, CNN, Mel
Spectrogram

I. INTRODUCTION

ADHD(Attention Deficit Hyperactivity Disorder) is a
disease found in people with distracted attention. It is not
only the case with low concentration but also the case with
excessively high concentration. The symptoms of a patient
with ADHD can be relieved if the patient has some con-
centration training. This study converged in IT technolo-
gies, especially VR, was conducted to prove it. VR content
from a first-person perspective has the advantage of pro-
viding immediate interaction and immersion. In this study,
a subject was conducted to classify whether the subject is
with ADHD or not based on visual coordinate data mea-
sured from VR games. The methods of this study were
typically divided into three ways which were raw data pre-
processing, ANN training and testing, and CNN training
and testing. First, MFCC coefficients were extracted from
the data manipulated from the raw data. Next, ANN model
was trained and tested based on the MFCC coefficients. K-
Fold Cross Validation was used to achieve a high perfor-
mance with the little data. Last, CNN model was trained

and tested based on Mel Spectrogram images extracted
from the MFCC coefficients. By using a general Conv2D
model, parameters like the number of epochs were tried
to adjust to increase test accuracy. As a result, it was possi-
ble to know the probability of predicting the corresponding
data result when new data came into ANN or CNN as input
data with test accuracy. In other words, ADHD classifica-
tion could be undergone with this procedure.

II. RELEVANT STUDIES

A. An Innovative ADHD Assessment System Using Vir-
tual Reality

This study used a VR system to develop a brand-new
ADHD assessment and diagnosis system. The study con-
ducted listening test, CPT test, executive test, and visual
memory test using VR technology instead of paper tests
which are usually time-consuming. They conducted pilot
tests before the VR is used in real situations and described
the results. They successfully carried out the experiment
based on the four tests mentioned. In the future, it was
suggested that actual tests would be conducted on children
with ADHD to further verify the medical effectiveness of
the system [1].

B. The development of tasks for discriminating ADHD
tendencies using eye-tracker and neuropsychological
attention tests

This study examined if an experimental task using eye-
tracker could be a useful tool to discriminate the ADHD
tendency group from the normal group in adults. The study
showed the ADHD tendency group had defects in effective
disposition and movement of attention and response inhi-
bition compared to the control group from “gaze-emotion
task” and “exogenous-endogenous gaze-emotion task”. It
was suggested that the experimental task based on the eye-
tracking device was useful in discriminating the ADHD
tendency group in adults [2].

1
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C. The Word Frequency Effect on Reading in Typically
Developing Children and Children with ADHD: An
Eye-Tracking Study

This study observed the eye movement patterns of chil-
dren with or without ADHD in natural reading tasks. The
study proposed a new perspective on the language process-
ing process of the children by measuring natural reading
ways in real time by introducing eye movement tracking
techniques. It was suggested that the children would have
difficulties in high-level language processing, which ana-
lyzes and processes sentences based on linguistic knowl-
edge, rather than lower-level language processing such as
simple vocabulary [3].

III. WORD DEFINITIONS

A. ADHD

ADHD stands for Attention Deficit Hyperactivity Dis-
order. It manifests due to lack of concentration and refers
to a state of distraction, hyperactivity, and impulsiveness.
There is no exact known cause of the disease until cur-
rent time. However, experts believe that neurological and
chemical factors, genetic and environmental factors have a
complex correlation to interact with each other. The main
symptoms of the disease are hyperactivity, attention deficit,
impulsivity, and aggression.

B. MFCC

MFCC stands for Mel-Frequency Cepstral Coefficients.
It is an algorithm that extracting features by dividing data
into a certain section and analyzing the spectrum regarding
the section. It is mainly used when extracting features from
auditory data. In other words, it is used when vectorizing
features from voice data.

IV. STUDY METHODS

A. Raw Data Preprocessing

Each subject played different types of VR games, so raw
data preprocessing was undergone with Game2 and Game3
which were played in common. The data was sliced based
on the shortest amount of data because the total amount
was different for each data. The distance between x and y
coordinates was calculated with the data. The distance was
divided into the size of window, which was 10, specified
by timestamps to extract MFCC coefficients. The MFCC
coefficients were extracted from “librosa” package. Each
subject was obtained 14 MFCC coefficients in total with
this way. Game score by date of each subject were checked
to label the data. The score was divided into the control
group if the data was less than 19 and the patient group if
the data was above 19. The control group was labeled as 0
and the patient group was labeled as 1. The control group

had much data than the patient group, so the patient group
was appended three or four times more data to balance both
groups.

B. ANN

ANN(Artificial Neural Network) based data training
and testing were conducted. MFCC coefficients and labels
were classified after loading the data preprocessed. The
data was randomly shuffled just before classifying it. The
data of the patient group was appended to the end of the
entire data when preprocessing the data. This causes the
problem that specific data is being biased to one side. The
data was randomized with “np.random.shuffle()” to solve
the problem. The MFCC coefficients and labels were con-
verted to vectors after classifying them, respectively. This
is because neural networks take vectors as input data. The
ANN model was built with 1 input layer, 1 hidden layer,
and 1 output layer. K-Fold Cross Validation was used con-
sidering the total of the data was small. The K was set to 4,
so a total of four folds were performed. The 75% data was
used for training and 25% data was used for testing during
each fold. The number of epochs was set to 100. The ANN
model showed about 56% test accuracy in Game2 and 54%
test accuracy in Game3 as a result.

C. CNN

CNN(Convolutional Neural Network) based data train-
ing and testing were conducted. MFCC coefficients and la-
bels were loaded and randomly shuffled. The reason why
was the same as when experimenting with ANN. CNN
takes images as input data, so Mel Spectrogram images
were produced based on the MFCC coefficients. A Mel
Spectrogram image was created by reflecting delta values
obtained from the MFCC coefficients. It was difficult to
use the whole image which had the whole data as input
data. The image was divided into partial images per each
timestamp to use as the input data. The labels for the par-
tial images were vectorized by slicing only the labeling
part from the initially loaded data. The CNN model was
built with a general Conv2D model. CNN has “Flatten”
process, which is additional, compared to ANN. This pro-
cess transforms an input image into an 1D vector to insert
into the neural network. The 60% data was used for train-
ing and 40% data was used for testing from the total data.
The number of epochs was set to 800 and the batch size
was set to 32 in Game2. On the other hand, the number of
epochs was set to 850 and the batch size was set to 32 in
Game3. The CNN model showed about 71% test accuracy
in Game2 and 75% test accuracy in Game3 as a result.

V. CONCLUSION

Better results were came out in both Game2 and Game3
when CNN was used rather than ANN. In particular, the

2
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Game2 Game3
ANN 56% 54%
CNN 71% 75%

Table 1. ANN and CNN test accuracy regarding Game2, Game3

test accuracy was increased by 20%pt when CNN was used
compared to ANN in the case of Game3. In other words, a
test result, which is ADHD classification, would be correct
with 50% probability and incorrect with 50% probability
when using ANN. On the other hand, the test result would
be correct with a relatively higher probability when using
CNN. It is expected that the test accuracy can be further
improved if VGG16 which is a pretrained model, which
was not used in this study, is used instead of a general
Conv2D model in CNN. The test accuracy would be in-
creasing if fine tuning is undergone as well. However, it
is necessary to give appropriate parameter options when
building a model so that data is not to be overfitting when
training the model.
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Abstract

As new technologies are applied to improve the
performance of automobiles, the frequency of
failures with the complexity is increasing. Mis-
fire in a vehicle equipped with a gasoline engine
is a typical failure occurring in an internal com-
bustion engine. Misfire should not occur, but it is
a difficult problem to solve because it is a prob-
lem caused by various reasons and parts. If mis-
fires are detected exactly, it is possible to pre-
vent fatal breakdowns of engines and other parts
such as catalysts by notifying customers through
engine warnings. The engineers try to develop
misfire detection function with a lot of time and
effort. The threshold value is determined in each
area by analyzing the value of the factor repre-
senting the misfire in various driving areas. This
work is time consuming process and is difficult
to calibrate. Although the performance of misfire
detection is very good, if the detection function
misses fatal misfire, the engine or the catalyst to
reduce harmful exhaust gases should be out of
order. The purpose of this study is to alleviate the
engineer’s workload while the detection perfor-
mance is similar or improved. Detection model
is developed that can detect misfire through ma-
chine learning. This model proceeded with an in-
terest in not only the detecting performance but
also the embedding in the ECU should be possi-
ble.

Keywords— Misfire, Random Forest, Ensemble, ma-
chine learning

I. INTRODUCTION

As new technologies of automobiles are applied and
systems are advanced, the complexity increases exponen-
tially, and the frequency of failures is very high. Misfire
refers to a phenomenon in which fuel is injected into the
cylinder, but cannot be burned due to an abnormality in
the ignition device or due to an abnormality in the injector
or intake system. When misfire occurs, combustion stabil-
ity is deteriorated, and it is a failure with a high propor-

tion that can cause hardware failure such as catalysts. It
is necessary to develop robust components to prevent mis-
fires in advance, and to improve performance and failure-
related calibration. As new technology is applied to the en-
gine system, the calibration work load is rapidly increas-
ing and the difficulty is multiplying. The conventional mis-
fire detection measures the imbalance index of the engine
cylinder and determines it regarding the threshold value.
However, it is difficult to determine the threshold, and the
engineers in the field feel difficult due to the long work-
ing hours. In order to alleviate the workload of engineers
and improve the calibration accuracy, a predictive model
that can replace the calibration that detects misfire with
machine learning technology is devised. And finally, this
study aims to implement this prediction model as an algo-
rithm that can be embedded in the ECU. The main features
of the false-facing detection model through this study are
as follows.

• Selecting a model that is superior to the accuracy pre-
dicted by the existing calibration method

• Developing a model that can improve the workload
of engineers while having similar or superior perfor-
mance of machine learning models

• Hyper-parameter optimization

• Implementing an excellent algorithm for computation
time and resource usage so that it can be embedded in
ECU

• Engine / vehicle verification

The best machine learning is selected using various ma-
chine learning methods, including statistical regression and
XGBoost, using the data obtained while generating a mis-
fire in s/w in the vehicle as training data and test data.

II. MAIN SUBJECT

A. misfire definition and mechanism

Misfire means that the air mixed with fuel enters the
cylinder of the engine, but no flame is generated from the
spark plug. Misfire is caused by a variety of causes. Mis-
fire may occur due to an inadequate ratio of air and fuel due

1
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Items Process
Misfire Window Engine Roughness(ER) extraction

Cylinder correction
for misfire detection

difference correction from
occurrence cylinder and detection
cylinder

Fuel Off learning
time correction regarding
mechanical tolerance

Fuel On learning
ER deviation learning
for combustion condition

Misfire monitoring
diagnosis window diagnosis window setting

Misfire detection
threshold

detection threshold
for each function

Table 1. development process for misfire detection

to an instantaneous insufficient amount of fuel mixed with
air. In addition, an abnormality in the fuel injector is one
of the reasons. In a gasoline engine, gas that has not been
used for combustion is circulated back into the cylinder,
which is called evaporate gas. Evaporate gas is collected in
a storage device called a canister, and then goes in when air
enters. The amount of evaporate gas is calculated and the
actual amount of fuel is injected, but misfire occurs even
if the amount is not adequate or does not evenly enter all
cylinders. And when starting the engine for the first time,
the coolant or the catalyst does not have enough tempera-
ture to perform its role, so more fuel is injected to increase
the temperature. Due to the long mileage, the injector may
actually fail due to poor durability. This can be seen as a
problem in durability. Durable deterioration product failure
is not covered here[4].

Misfire occurs little by little in all gasoline engines.
When it occurs, control algorithm that detects it and pre-
vents misfire are activated. However, if the occurrence of
misfire increases, the stability of combustion may be bro-
ken or the exhaust gas purification device (catalyst) be-
hind the engine may be damaged. When it gets worse,
the catalyst is exposed to very high temperatures and even
melts[2].

B. Introduction to calibration process

In general, the base calibration is performed in the en-
gine or vehicle in a steady state. the term of calibration is a
little like ”tuning” that people often say . Misfire monitor-
ing calibration is tested and developed with the following
items.

Misfire monitoring is developed with the process shown
in Table 1. In this study, misfire detection threshold is set
in the above process. For calibration of misfire detection
threshold, the vehicle is driven in the chassis dynamo-
meter under a specific driving condition, and the misfire
is generated forcibly through s/w control. The threshold
is set for this through this process. However, calibration
for setting the threshold takes a minimum of 2 weeks to

a maximum of 5 weeks. It may take longer to increase
the accuracy. So, in order to solve these difficulties, this
study is planned. In this study, the test data of the vehi-
cle forcibly generating a misfire is used, and the machine
learning(ML)’s work is compare to the engineer’s work
through may validation criteria. The calibration process of
this study is shown in Figure 1 below.

C. Data preparation

Data from vehicle test is used as the data required for
machine learning. As the measurement data, two vehicle
test results are used. One data is used as training data, and
the other data is used as test data. Usually, if data is not
enough to train ML model, one data set is divided into 7:3,
and 7 is used as training data and 3 is used as test data.
However, if limited data is used in this way, the model
trained with the characteristics of one data set may con-
tain data of the same characteristics. For more reliability,
the data created through the two vehicle tests are used with
the same vehicle and under the same driving conditions,
and the external conditions such as driver and tempera-
ture/humidity are different. The test vehicle is an hybrid
with 1.6 Turbo GDI engine, and the driving conditions
are made by adjusting engine parameters based on the en-
gine speed(rpm) of five stages. The misfire is generated in
each driving condition. A misfire is created by reducing
injection amount of the injector or by cutting off the igni-
tion. Misfire is generated by adjusting the s/w value of the
ECU. Data are acquired as INCA’s MDF format. Data are
saved for each driving area. However, since the data has
to be handled in python, the MDFReader library that can
read MDF files in python is loaded into pandas DataFrame
and temporarily saved in pickle format. The resolution of
MDF data is different for each raster. The resolution is
set to 10ms, the resolution of all data must be the same
in DataFrame. Then, data measured in several driving ar-
eas are merged into one dataframe. Therefore, It is easy to
handle data all driving areas.

D. Exploratory Data Analysis[EDA]

EDA must first be implemented to create data analy-
sis and predictive models. EDA(Exploratory data analysis)
is the process of observing and understanding data from
various views. Through the process of understanding them
from various views, various patterns that are not found in
the problem definition stage can be discovered, and based
on these, existing hypotheses can be modified or new hy-
potheses can be established. And when selecting a model,
it is possible to define the model by viewing data features
without having to try all the models.

It first goes through a process called data pre-
processing. If there is missing data or data of a different
format, it is deleted or converted. After pre-processing, the

2
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feature description
Misf ER 0 total misfire engine roughness

Misf ER 0 [0]
[1,2,3]

first combustion cylinder of misfire
engine roughness
[second, third, fourth combustion
cylinder]

Misf ERC 0
total misfire engine roughness
correction

Misf ERC 0 [0]
[1,2,3]

first combustion cylinder of misfire
engine roughness correction
[second, third, fourth combustion
cylinder]

Misf ERC 1
total misfire engine roughness
difference

Misf ERC 1 0
[1,2,3]

first combustion cylinder of misfire
engine roughness difference
[second, third, fourth combustion
cylinder]

Thr r throttle position
Map p Map pressure sensor
Air load air mas flow
Eng N engine speed

Table 2. feature description

correlation between the data is checked. If multicollinear-
ity can occur, it may affect the prediction model worse.

There are more than 200 variables in measured data,
but the number of variables related to the misfire is lim-
ited to 23. Some variables are in Table 2. The correlation
with 23 variables is confirmed. Considering the correla-
tion, Map_p and Air_load showed a high positive cor-
relation (0.96), and Misf_ER_0_[0] also showed a high
correlation (0.92) with Misfire_ERC_0_[0]. If there
are variables with high correlation, they have a negative
effect on the prediction model when statistical regression,
so may variables should be removed. As a method of re-
moving multicollinearity, variables with high correlation
are manually deleted, or high values are deleted using VIF
(Variance Inflation Factor). In another way, PCA(Principle
Component Analysis) between variables with high multi-
collinearity is used. In conclusion, these methods are used
for logistic regression analysis, but no good results are
found.

V IF =
1

1−R2
i

(1)

R2 is the coefficient of determination (2) and expresses
the explanatory power of the regression model. It refers to
the weight occupied by the value explained by the regres-
sion line, and the range is set at 0 ≤ R2 ≤ 1. The VIF equa-
tion is the same as (1), and if the coefficient of determi-
nation is 0.9 or more, it is considered as multicollinearity.
variables usually are uses except for those with more than
10 in VIF, In Table 3, except for the top three variables, the

VIF features
3,413072 Misf ER 0
3,837908 Misf ERC 0
3,924367 Misf ERC 1
15,43563 Misf ERC 0 [3]

15.953009 Misf ERC 0 [1]
19.826772 Thr r
20.383632 Misf ERC 0 [2]
22.890369 Misf ER 0 [1]
22.917795 Misf ERC 0 [0]
24.688023 Mis ER 0 [3]
Table 3. Variance Inflation Factor

remaining variables should be deleted, but they should be
deleted while checking the performance.

R2 =
∑ (ŷi − y)

∑ (yi − y)2 (2)

where ŷi is predicted value, y is mean value of measure
value, and yi is measure value at i(i = 1,2,3,..., k)

The logistic regression model can take any value as x,
but the output is always a value between 0 and 1. The
model satisfies the requirements of the probability density
function[3].

Checking whether training data and verification data
have different data distributions(Fig.1) is important. Draw-
ing a histogram based on the 23 explanatory variables and
checking whether the distributions of the variables are un-
usually different are mandatory. This method is to check
whether there is a peculiar pattern when misfire occurs for
each variable.

Fig. 1. comparison between distributions of train Eng N and test
Eng N

E. Model selection

This study is a binary classification problem that classi-
fies misfire/normal. The data contains actual misfire data.
Using this, it can be classified as a supervised learning
method. The binary classification problem uses traditional
logistic regression methods using probabilities and ma-
chine learning methods such as Decision Tree using tree
structure. In recent years, deep learning is also widely used
for classification problems. However, deep learning is a
black box model, and it is difficult to explain the results.

3
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Since the final purpose of the model in the ECU is to be
transplanted, deep learning, a black box model, is excluded
from the candidate group. The various models such as lo-
gistic regression, decision tree, gradient boost model are
used.

The study is conducted using the various models as a
candidate group. Logistic Regression is the useful statis-
tical method. It is easy to understand and is most often
used for linear classification, but difficult to solve nonlin-
ear problems. And because it needs to be regularized and
is sensitive to multicollinearity, dimensional reduction and
variable adjustments are required. The principle of the Lo-
gistic Regression model is simple.

θ = β0 +β1x1 +β2x2 + · · ·+βpxp (3)

y =
1

1+ e−θ (4)

where βp is multivariate coefficient and xp is multivari-
ate variable.

βp is a coefficient that is determined to minimize errors,
i.e., a direction to increase performance like a linear regres-
sion model. Binary classification is performed by sigmoid
functioning (4) the determined in (3).

Decision Tree is a method classifying data in an if-then
structure. After the classification model is completed, it has
a tree structure and many branches

Tree-based machine learning tends to be insensitive to
multicollinearity and normalization. In addition, it is easy
to determine main factors(variables). However, if there are
many branches and the depth gets deeper, it may overfit the
learning data. So, it is generalized through a process called
pruning. Since the variables are divided into two branches
to minimize their value with Gini index (5) or entropy (6),
the branches are divided in the direction to reduce the im-
purity to the maximum, so the main factors are determined
through this.

GI = 1−
k

∑
i=1

p2
i (5)

Entropy =−
m

∑
k=1

pklog2 (pk) (6)

In this study, ensemble models that combines a decision
tree and several classifiers are used. The ensemble models
are Random Forest, Gradient Boost Classifier, XG Boost
Classifier, and Support Vector Machine is also used. The
ensemble model can be configured in several forms. The
ensemble model shows better performance than individual
classifiers by combining several classifiers to one classifier.
This is a bagging model that extracts data and uses it in
combination with several types of sub-models, and a boost
method that increases accuracy by using data with large er-
rors once more. Random Forest is a kind of bagging, and
the sub models are composed of Decision Trees[1]. And,

for each sub model, different training samples are extracted
and used. Separate branches are made by calculating the
impurity of the Gini index. Each sub classifier in Random
Forest does not use the all feature variables, and the model
is trained by randomly extracting features for each classi-
fier. In the case of the classifier, the final result is deter-
mined through voting, and in the case of prediction, the
more voted value is determined. The feature importance
(factor importance) is also provided in the final result[5].

F. Model training and validation

1) How to train model

Two test data obtained from the vehicle are used as
learning and test data. Data is pre-processed before use,
and data characteristics are also checked. The data is used
as training data and test data.

Model training and validation are conducted under var-
ious conditions. The purpose of this study is to select a
model with high performance that prevents overfitting. So,
I proceeded in various ways.

1. Data sampling method
1) raw data
2) under-sampling
3) over-sampling

2. regularization
3. Comparison of model training results
4. PCA (Dimension Reduction)
5. Cross test
6. Hyper parameter tuning

The original data is used as it is with the data sampling
method No.1. The performance of the under-sampling and
over-sampling methods is worse than that of the raw data.
Under-sampling has a high computational speed, but over-
fitting occurred. So, the original data is used as it is. No.2
Regularization is used only in Logistic Regression. The
performance is different depending on the degree of vari-
ance of the variable, and the performance improved when
normalized, but the decision tree and ensemble models of
the tree structure has no correlation with the normaliza-
tion. No.4 PCA did not improve performance in all mod-
els. Usually, variables with high multicollinearity are com-
bined and used as predictive model variables, but this data
has no effect. Cross-test No.5 prevented overfitting with a
cross validation library. For the No.6 hyper parameter tun-
ing, the number of sub classifiers is set as adjustment.

2) How to validate modelThe method of evaluating
the performance of the model is carried out by comparing
the confusion matrix with the classification report method.
As shown in Table 4, the confusion matrix method com-
pares Predict (the value predicted by the model) and True
(the actual classification value). And the performance val-
ues are compared through the classification report (Table

4
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Predict[0] Predict[1]
True[0] 469967 5139
True[1] 6209 21314

Table 4. confusion matrix

Classification
Report precision recall f1-score support

0 0.99 0.99 0.99 475106
1 0.81 0.77 0.79 27523

accuracy 0.98 502629
macro avg 0.9 0.88 0.89 502629

weighted avg 0.98 0.98 0.98 502629
Table 5. Classification Report

5).
There are classification Report in Table 5. The higher

the precision, recall, and f1-score are all, the better the per-
formance. The calculation method is the same as (7), (8),
and (9).

precision =
T P

T P+FP
=

5139
(5139+21314)

= 0.81 (7)

recall =
T P
P

=
5139

(6209+21314)
= 0.77 (8)

f1-score = 2× recall×precision
(recall+precision) =

2× 0.81×0.77
(0.81+0.77)

= 0.79 (9)

G. Result

1) Comparison of model performance

Before comparing the performance between the models,
it is necessary to compare them with the existing method of
engineers. This is because it is meaningful only when the
performance is the same as the existing method or when
the performance is improved.

In Table 5, in the case of 0 (normal), precision, recall,
and f1-score are higher than 1 (misfire). In all tests, the
period of occurrence of misfire is short and there are much
more normal cases, so the performance in normal cases is
high. So, when comparing the data, the normal case is less
considered, and the performance about the occurrence of
misfire is more confirmed. The results of each model are
as follows.

Random Forest has better performance than other mod-
els, but its computation speed is relatively long(Table 6).
However, since the amount of data to be calculated is
478,672 rows, the calculation will be performed at a very
high speed since the calculation is performed in a single
row in the actual ECU. Each model is computed on the

f1-score computing speed
Base 0.79

Decision Tree 0.59 145ms
Logistic Regression 0.70 33ms

Random Forest 0.85 2s
Gradient boost Model 0.76 698ms

XGBoost Model 0.76 943ms
Table 6. Comparison of f1-score and computing speed

Logistic Regression precision recall f1-score
0(normal) 0.98 0.98 0.98
1(misfire) 0.73 0.68 0.70
accuracy 0.97

Random Forest precision recall f1-score
0(normal) 0.99 0.99 0.99
1(misfire) 0.89 0.82 0.85
accuracy 0.98

Decision Tree precision recall f1-score
0(normal) 0.98 0.96 0.97
1(misfire) 0.51 0.69 0.59
accuracy 0.95

Gradient Boost precision recall f1-score
0(normal) 0.98 0.99 0.99
1(misfire) 0.86 0.69 0.76
accuracy 0.98
XG Boost precision recall f1-score
0(normal) 0.98 0.99 0.99
1(misfire) 0.86 0.69 0.76
accuracy 0.98

Table 7. Comparison of models

laptop. The laptop consists of intel i7 2.7GHz, 64G RAM,
64bit window7 OS.

As shown in Table 7 above, the random forest has the
best performance. It can be seen that ensemble models per-
form better than Logistic Regression.

2) Optimizing the number of sub classifiers

In the case of Random Forest, it is a model made with
500 sub classifiers. Although this model has good perfor-
mance, there are many sub classifiers to implement logic
in the ECU. It is difficult to implement. So, in order to
optimize the number of sub classifiers, the number of sub
classifiers is optimized by the grid search method. The test
results are compared by increasing the sub classifier every
2 from 2 to 500. In addition to the performance, the calcu-
lation speed is also compared.

As increasing the sub classifiers, the performance is
greatly improved at first, but there is little change when it
exceeds a certain level. However, the computational speed
increased linearly.

In Fig.3, it can be seen that the operation speed increases

5
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Fig. 2. f1-score regarding sub classifiers

Fig. 3. test consuming time regarding sub classifiers

linearly as the number of sub classifiers increases. Using
500 sub classifiers took 35 seconds. Considering the per-
formance and computation speed, 30 sub classifiers are se-
lected(Fig.2). The f1-score is 0.84, and the computation
time took 2s. When it is set to 500, the f1-score is 0.85,
which is 0.01 difference, but the calculation speed is about
17 times, so 30 is set.

3) Key factor analysis

Among the 23 variables that are selected as input vari-
ables for the model, the main variables that greatly influ-
enced the performance of the random forest model are an-
alyzed.

Categorizing misfire and normal, 10 rankings are
given(Table 8). Compared to other variables, Misf_ER_0
is the most important variable, followed by Misf_ERC_0
variable(Fig.4). The variable that affects the least is
AmbT_t (outdoor temperature/environmental variable).
Environmental variables have little effect on this model
and variables. These are variables that affect the perfor-
mance of the model. In the variables, they are all impor-
tant variables related to the misfire in the conventional way.
However, the bottom 13 out of 23 appear to have less im-
pact. It is possible to check important variables through
these machine learning programs. Misf_ER_0 is the im-
portant feature.

rank feature importance
1 Misf ER 0 0.295369
2 Misf ERC 0 0.080958
3 Misf ERC 0 [0] 0.071246
4 Misf ERC 0 [2] 0.065415
5 Misf dERC 1 0.046972
6 Eng N 0.046670
7 Misf ERC 0 [3] 0.044404
8 Misf ERC 0 [1] 0.043937
9 Misf ER 0 [2] 0.035462
10 Misf ER 0 [0] 0.034913

Table 8. feature importance

Fig. 4. feature importance

III. CONCLUSION

In this study, it is confirmed to reduce the development
time with equivalent performance using machine learning
for the calibration task in order to select a misfire detec-
tion threshold that takes a long time. When the engineers
manually calibrate, the f1-score for the misfire is 0.81, but
the performance is improved to 0.85 by the Random For-
est. Moreover, the work that took at least 2 weeks can be
shortened to 2 to 3 days. It takes more than two weeks
to create a prediction model for this study. It takes a lot
of time to convert MDF data into CSV format, data in-
tegration and pre-processing, model selection to increase
predictive performance (f1-score), and processing of train-
ing data. All processes are implemented in one algorithm.
Nevertheless, if data is prepared, it takes less than 10 min-
utes to train and verify the model. Since the process must
be carried out with implementation in ECU, a lot of time
is spent on logistic regression, but the f1-score of the mis-
fire is worse than the existing method. However, the ran-
dom forest has similar misfire detection performance, and
the computational speed is good. However, it will not be
easy to implement the logic with Random Forest. Since
the sub classifiers have a tree structure, the code structure
can be lengthened. Future study will be conducted to re-
place logic with Random Forest. The fields of application
for this study are expected to be diverse. Although it is not
easy to replace the logic based on the physical model, it is

6
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expected that it is possible to replace the part that sets the
threshold. A predictive model such as this study can reduce
workload and time of the engineers.
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